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Dónal Flavin (R.I.P.)



Acknowledgements

This thesis could not have been arrived at without the help and support of a great
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Abstract

Development of interferometric & spectroscopic

techniques for high-resolution spectral

measurements on Fibre Bragg gratings

by Ronan O’Byrne

This thesis reports the development of a custom Čzerny–Turner spectrometer, the

SpectroBragg, which operates natively in the telecoms bands using an InGaAs photo-

diode array. The SpectroBragg’s photodiode array enables the monitoring of ∼ 70nm

with ∼ 1 pm accuracy with a sampling rate of 30ms. The SpectroBragg is intended

for use with fibre Bragg grating, FBG, sensors.

The strain characterisation of a novel anisotropic FBG, inscribed in Corning

SMF–28 telecoms fibre, via a two–photon process at 264 nm is also reported. The

two–photon process is more efficient at FBG inscription and the FBGs are struc-

turally anisotropic in isotropic fibre. These FBGs combine the characteristics of

high–birefringence fibre at the FBG with the transmission characteristics of SMF–

28.

Demodulation systems, that have polarisation–sensitivity, behave as polarisation

analysers producing an intensity modulation dependent upon the state of polarisa-

tion, affecting high–accuracy phase sensitive wavelength interrogation schemes.

In this thesis, two depolarisation approaches, a modified polarisation fixer sys-

tem and a PDL balancing system, are examined as FBG signal depolarisers for

anisotropic and isotropic FBG signals that are demodulated by the SpectroBragg

spectrometer. The approaches are contrasted with the more traditional Lyot depo-

larisation system which is incorrectly specified.

Rayleigh scattering provides the fundamental minimum to signal attenuation,

consisting of two components: incoherently and coherently scattered radiation. The

scattered radiation, within the coherence length of a source signal, adds coherently,

modifying the guided mode, and for a phase sensitive demodulation system, is re-

covered as phase noise.

In this thesis, the Hilbert transform technique, HTT, is used to analyse two–

output, π–shifted interferograms from an all–fibre Michelson interferometer, to de-



modulate FBG signals, allowing for the recovery of interferograms not detectable

with single–output interferograms. The Hilbert transform technique has been demon-

strated to provide higher resolution wavelength determination than Fourier trans-

form spectroscopy using shorter interferometer scans.
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3.9 Schematic layout of the Čzerny–Turner spectrometer arrangement,

due to diffracted angle of 1550 nm radiation. The numbers are as in

figure 3.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 148

3.10 The assembled SpectroBragg apparatus, emphasised against the as-

sociated apparatus.

1: AMA025/m platform with HFB003 FC/PC fibre holder,

2: Collimating mirror KS2D,

3: Diffraction grating mount,

4: Focusing mirror KS2D,

5: Photodiode array mount,

6: KL02 kinematic positioner,

7: Prism mount,

8: Prism. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 149

3.11 β evaluated using the Rosendahl cos3 equation, (3.18) (page V.I -

132), for four values of α = π
100
, π

50
, π

10
, π

6
. . . . . . . . . . . . . . . . . V.I - 151

3.12 (a) Approximate graphical representation of the collimated spot over-

lap with the diffraction grating area. (b) Representation of overlap of

the focusing mirror and the propagating diffracted first order, m = 1

spots for wavelengths 1535nm, 1550nm and 1567nm at the respective

diffracted angles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 152

x



LIST OF FIGURES

3.13 Plot of propagating and evanescent diffracted angle against incident

angle, for first order, m = 1. Diffraction gratings with 750 lines/mm

and 1100 lines/mm with λ = 1550 nm. . . . . . . . . . . . . . . . . . V.I - 153

3.14 Plot of linear dispersion against incident angle, for first order, m = 1.

Diffraction gratings with 750 lines/mm and 1100 lines/mm with λ =

1550 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 154

3.15 Schematic arrangement to test temporal stability of the SpectroBragg

and characterise linearity of local response. . . . . . . . . . . . . . . . V.I - 156

3.16 Two telecomms–band lasers were used for the SpectroBragg calibra-

tion, 1534 nm and 1566 nm. Inset shows the different background

voltages from the interlaced 256 arrays, for channel numbers 400− 439.V.I - 156

3.17 SpectroBragg stability test, laser tuned from 1566.13nm to 1566.18nm

in 10 pm steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 158

3.18 SpectroBragg stability test, the reference traces of the 1534.08 nm

laser. The colours correspond to traces in figure 3.17. . . . . . . . . . V.I - 158

3.19 1566.13nm to 1566.18nm recalibrated by subtraction of corresponding

1534.08 nm data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 159

3.20 Recalibrated 1566.13 nm to 1566.18 nm data averaged, with corre-

sponding standard deviations against set wavelength values. The os-

cillation about the linear fit is possibly as a result of backlash in the

tuneable laser tuning dial. . . . . . . . . . . . . . . . . . . . . . . . . V.I - 160

3.21 Two telecomms lasers for the SpectroBragg calibration, 1534 nm and

1549 nm. Inset shows the different background voltages from the

interlaced 256 arrays, for channel numbers 400 − 439. . . . . . . . . . V.I - 161

3.22 1549.52nm to 1549.61nm recalibrated by subtraction of corresponding

1534.13 nm data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 161

3.23 Recalibrated 1549.52 nm to 1549.61 nm data averaged, with corre-

sponding standard deviations against set wavelength values. . . . . . V.I - 162

3.24 Schematic arrangement to determine the SpectroBragg sub–picometre

resolution capability. . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 164

3.25 Strain steps of 0.5 µε every 5 seconds. . . . . . . . . . . . . . . . . . . V.I - 164

3.26 Magnified view of figure 3.25, with differences (i− (i− 1)) for index i. V.I - 165

4.1 Example profile of anisotropic FBG profile. The side lobe is not

representative of the process and was specifically requested. Note the

flat–top profile. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 176

4.2 Typical profile of standard FBG. Note the Gaussian profile. . . . . . V.I - 176

xi



LIST OF FIGURES

4.3 Plot of Gaussian(γ = 2) and Super-Gaussian (γ = 8) profiles gener-

ated in Matlab. The generating function is I(x, σ, µ, γ) = Ae[−(x−µ
2σ )

γ
],

where A is the maximum value of the function, µ is the mean value, σ

is the standard deviation and γ is the super–Gaussian power > 2 [27].

γ is related to the rapidity of the transition from maximum intensity

to minimum intensity. . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 179

4.4 Oz Optics circular glass solder preforms. . . . . . . . . . . . . . . . . V.I - 181

4.5 Oz Optics oval ribbon glass solder preforms. . . . . . . . . . . . . . . V.I - 181

4.6 Broken sections of ribbon solder facilitated rapid attachment of the

fibre. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 182

4.7 Mount for soldering fibres. (a) Exploded view of fibre mount (parts

CL5 clamp and BA2 base are Thorlabs catalogue labels); (b) Assem-

bled mount, slide held by M6 bolt and rubber clamp; (c) Front clamp

removed to show soldered fibre. . . . . . . . . . . . . . . . . . . . . . V.I - 183

4.8 Image of completed fibre mount, with two fibres soldered. . . . . . . . V.I - 184

4.9 Replacing the perspex cylinder with two half–cylinders. The two half–

cylinders enabled faster replacing of broken fibres and proved safer for

fibre handling. Hinges were not used. The increase on weight on the

hinged side when in the open position would require extra bracing on

the lower half to hold the weight. . . . . . . . . . . . . . . . . . . . . V.I - 185

4.10 (a) Strain rig in elevation and plan view, (b) Isometric view of trans-

lation stage with mount, (c) Isometric view of perspex tube with

RS2P4/M pillar posts, and aluminium block supports. . . . . . . . . V.I - 188

4.11 Laser2000 supplied isotropic FBG, showing detail of the original and

recoated section of fibre. . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 189

4.12 Laser2000 supplied isotropic FBG, showing the non–uniformity of the

recoating. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 189

4.13 Schematic diagram of apparatus used for EWOFS work. . . . . . . . V.I - 191

4.14 Schematic diagram of apparatus used for IEEE sensors paper work. . V.I - 192

4.15 Temporal response of co–anchored FBGs. Applying low tension to

the FBGs during soldering prevents significant differences in slack. . . V.I - 193

4.16 Image of the solder mount with two FBGs soldered. . . . . . . . . . . V.I - 194

4.17 Close up image of soldered fibres. . . . . . . . . . . . . . . . . . . . . V.I - 194

4.18 Modified Thorlabs PV40 oven placed within the perspex cylinder. . . V.I - 195

4.19 Two FBGs to undergo applied strain with temperature reference

placed in close proximity. . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 195

xii



LIST OF FIGURES

4.20 Modified Thorlabs PV40 oven. (a) Schematic of PV40 oven (power

cord not shown); (b) Exploded view of PV40, indicating the disas-

sembly required; (c) End–plates replaced with Thermoflex foam in-

sulation, adhered to PV40 top and lower sections by double sided

adhesive, and a parallelepiped of insulation foam to occupy the cav-

ity above the fibres where the PPLN crystal would sit; (d) modified

PV40 reassembled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 196

4.21 Strain response of anisotropic FBG. Slope of fit to data is 1.2601 ±
0.00013pm/µε (0.8135×10−6

µε−1). Also shown is the literature value

(0.78 × 10−6
µε−1) slope [9]. . . . . . . . . . . . . . . . . . . . . . . . V.I - 198

4.22 Residual of linear fit to data from 4.21. . . . . . . . . . . . . . . . . . V.I - 198

4.23 Apparent preservation of spectral profile, with original data inset.

The inset shows the FBG reflection spectra for the anisotropic FBG

at rest, with 340 mε and with 680 mε. The main figure shows the

spectral profiles offset by their respective calculated centroids. The

high degree of overlap suggests good spectral profile preservation. . . V.I - 199

4.24 Example spectrum from the SpectroBragg spectrometer. The spec-

trometer’s InGaAs array has 512 elements, covering approximately a

70 nm window. Shown in the figure are Laser2000 telecomms FBGs

at 1534 nm and 1566 nm; and an anisotropic FBG at 1549 nm. . . . . V.I - 200

4.25 Calculated centroid for the anisotropic and isotropic FBGs under

strain. The stability of the centroid value demonstrates the stability

of the environmental enclosure. Inset is an example of low scale noise,

replicated in time and profile by both FBGs. . . . . . . . . . . . . . . V.I - 201

4.26 Plot of strain response for the anisotropic FBG over 0−265µε. Strain

response is ∼ 1.17±0.03pm/µε(0.75×10−6
µε−1). The corresponding

strain response of the isotropic FBG literature value (0.78×10−6
µε−1)

is also plotted [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 202

4.27 Plot of residual to linear fit for anisotropic FBG. Note the double

dipped ‘w’ shape of the residual, which is absent from the residual to

the fit for the isotropic FBG, figure 4.29. . . . . . . . . . . . . . . . . V.I - 202

4.28 Plot of strain response for the isotropic FBG over 0 − 265 µε. Strain

response is ∼ 1.13±0.02pm/µε(0.74×10−6
µε−1). The corresponding

strain response of the isotropic FBG literature value (0.78×10−6
µε−1)

is also plotted [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 203

4.29 Plot of residual to linear fit for isotropic FBG. . . . . . . . . . . . . . V.I - 203

xiii



LIST OF FIGURES

4.30 Plot of strain response for the temperature reference isotropic FBG.

Strain response is ∼ −0.013pm/µε (−0.0082×10−6
µε−1), equivalent

to a maximum temperature difference of 0.37◦C using the temperature

response value of 10.7 pm◦C−1 [2]. Inset shows the isotropic FBG

literature strain response value(0.78 × 10−6
µε−1 [9]). . . . . . . . . . V.I - 205

4.31 Plot of residual to linear fit for isotropic FBG. . . . . . . . . . . . . . V.I - 205

4.32 Plot showing every 50th point in the cross–correlations of strained

spectra with the unstrained spectrum, obtained by the OSA. The

maxima indicate the position of best correlation. . . . . . . . . . . . . V.I - 207

4.33 Plot showing every 4th point of strained FBG spectra, offset by cen-

troids. The zero–strain spectra is a continuous blue line, with the

strained spectra overlayed. . . . . . . . . . . . . . . . . . . . . . . . . V.I - 207

4.34 Plot of the centroid response to temperature changes of the three

FBGs: (a) Isotropic (strain); (b) Anisotropic (strain); and (c) Isotropic

(temperature reference). . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 209

4.35 Plot of the spectral bandwidth response to temperature changes of

three FBGs: (a) Isotropic (strain); (b) Anisotropic (strain); and (c)

Isotropic (temperature reference). . . . . . . . . . . . . . . . . . . . . V.I - 210

4.36 Plot of the percentage change in spectral bandwidth of three FBGs

in response to temperature changes. . . . . . . . . . . . . . . . . . . . V.I - 211

5.1 Fibre Lyot pseudo–depolariser. The input SOP, Sin, experiences a

wavelength dependent rotation to produce Sout, which occupies all

orthogonal directions to the direction of propagation. . . . . . . . . . V.I - 220

5.2 Fixed output SOP via polarising stationary Mach–Zehnder interfer-

ometer. Input S in is split into orthogonal linear SOPs S‖ and S⊥.

The half–waveplate, HWP, acts as a rotator to rotate S⊥ into S
′

‖, in

the same orientation as S‖. S‖ and S
′

‖ are superposed to produce S out.V.I - 221

5.3 PDL compensation scheme using variable attenuator to balance losses

in orthogonal SOPs. . . . . . . . . . . . . . . . . . . . . . . . . . . . V.I - 227

5.4 Balanced amplitudes in orthogonal components restricts SOPs to

S2S3 great circle (in red). The term φpr, the phase retardation be-

tween the orthogonal components, is zero at ±S2 . . . . . . . . . . . V.I - 228

5.5 Method for generation of polarisation changes to apparatus, achieved

by rotating the FC/APC connector. . . . . . . . . . . . . . . . . . . . V.I - 229

5.6 Apparatus using the Lyot depolariser. . . . . . . . . . . . . . . . . . . V.I - 230
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Chapter 1

Introduction

James Clerk Maxwell combined the electric and magnetic fields under a single

formalism, electromagnetism. Light usually refers to the visible range of the electro-

magnetic spectrum, between ∼ 400 − 750 nm. Electromagnetic radiation provides

the energy for photosynthesis and electromagnetism describes the bonds with which

molecules form. For humans, light is a significant means of discerning information

about our environment. However, human vision uses only two aspects of electro-

magnetic radiation, the intensity and wavelength, being ordinarily insensitive to

polarisation.

Controlling electromagnetic radiation for the purposes of communication has mo-

tivated many of the developments in our understanding of electromagnetic radiation.

For politics and business the faster information can be reliably delivered, the better.

The desire for faster and fuller long distance duplex communication has motivated

semaphore tower networks, telegraph networks, radio networks, satellite communi-

cation networks and the modern optical fibre based telecommunications networks.

New connections offering millisecond improvements can enable large financial gain

for those with information ahead of the rest.

In the course of these developments, ubiquitous and open communications media,

such as air, have been progressively replaced by more controllable media in the

pursuit of increased speed, reliability and bandwidth. For example, the semaphore

network could be interrupted by smoke, fog or heavy rain.

Optical fibres are very successful electromagnetic waveguides, carrying most of

the world’s telecommunications. Optical fibres have been developed to have mini-

mum attenuation with minimum dispersion. The material and waveguide geometry

impose fundamental limits upon the communications performance, as both the ma-

terial and waveguide geometry change with their environment.
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1.1. MOTIVATION FOR SENSORS

The disadvantageous environmental susceptibility that motivates improved com-

munications can be recast as advantageous sensing capability. In particular, the en-

vironmental sensitivity of optical fibres has been used for sensing since the discovery

of that environmental sensitivity.

The interaction of electromagnetic radiation with matter is of major importance.

Electromagnetism is tensorial in nature, but is usually treated as vectorial (the trace

of the tensor) as bianisotropy does exhibit itself usually. Quantum approaches are

required for the most accurate description of these phenomena, but the classical ap-

proach is typically simpler and an adequate approximation for many applications.

Understanding the interaction of electromagnetism with matter allows for the redi-

rection, modification, focusing and ducting of propagating electromagnetic waves.

1.1 Motivation for sensors

Sensing can be defined as obtaining an otherwise inaccessible1 property of interest

which modifies another accessible and quantifiable property in a consistent manner

(transduction), which is then interpreted, via an understanding of that consistent

manner (transduction process) to reveal and quantify the inaccessible property of

interest.

Sensing is of wide interest, most commonly for critical infrastructure, such as

bridges and dams whose availability or failure can have substantial economic im-

pact2. Many of these structures have reached, or are approaching, the end of their

designed life span. Replacement costs are currently prohibitive, so the effective

management of scheduled and emergency repairs, in addition to maximising non–

destructive utilisation of these structures, requires the use of sensors to provide this

information for management decisions.

The applications of novel materials, such as composite materials in aircraft or

shipping, need to be monitored to ensure that the implemented design does not

depart from predicted performance. Failure or advanced ageing of the structure can

change the determination of the structure’s value. Conversely, premature derating

1This may be due to cost or physical constraints.
2The I35 bridge over the Mississippi river in Milwaukee was built in 1967, as part of a nationwide

infrastructure project, with many other bridges of similar construction and vintage [1, 2]. The
bridge collapsed in 2007 killing 13 people. The bridge had carried ∼ 140, 000 vehicles per day, and
was an important part of the local infrastructure and economy. Other routes then had to bear the
increased capacity, i.e. increased wear. In general there is the direct cost, such as reconstruction,
and the indirect cost, from lost utility of the structure to be replaced [3]. The replacement I-
35 bridge has had sensors attached to “enable close behavioral monitoring for the bridge’s life
span.” [4].
The short term costs of structure failure can be significant in terms of money and efficiency to the
immediate economy, as business efficiency and productivity are impacted, e.g. the traffic that had
used the bridge needed to use other, longer, routes.
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1.1. MOTIVATION FOR SENSORS

or disposal of the structure may underestimate the attainable value of the struc-

ture. Historically, safety margins were added by the addition of extra materials [5],

and structural health monitoring, SHM3, was considered an optional luxury. With

component costs rising, new materials, allowing reduced tolerances, are employed

to minimise construction costs [5, 6].

Unfortunately, the current structures most in need of SHM, are those already

built, e.g. for the preservation of important cultural, historical & religious structures.

When the state of a structure suggests the need for SHM, the utility has already been

degraded [3], i.e. SHM would be a safety issue in this case. Even for more modern

structures in this class, at the time of construction, the lower costs of maintenance,

lower rate of use, and advancement of technology were such that tolerances provided

for the intended life span made such an approach unnecessary.

Integrated sensors in the manufacturing process would allow intelligent process-

ing, where the manufacturing process could be tailored by data–fed models to achieve

the desired outcome [7, 8]. These sensors can then continue to monitor the compo-

nent during testing and/or its service life, validating the part [2].

Operational costs can be reduced by practices such as just–in–time, JIT, mainte-

nance [9, 10], facilitating optimised asset management such as minimal operational

derating. Effective use of JIT maintenance is facilitated by the structure’s sensor in-

dicating the need for maintenance, rather than a degree of structural failure prompt-

ing emergency action. Alternatively, the required maintenance can be planned to

occur at the next scheduled maintenance event.

In all these situation (re)insurance companies and their clients could benefit

from more accurate information on the condition of the structure when deciding

upon policies and premiums. The reinsurance industry suffered heavy losses from

the 1992 hurricane Andrew total insurance bill of ∼ $15bn [11]. After the 1989 hur-

ricane Hugo, certain reinsurance investors consulted with climatologists beforehand,

allowing them to minimise their exposure in areas at risk from hurricanes [11]. SHM

could provide a similar competitive advantage to both the insured4 and insurer5, al-

beit on a far smaller scale.

Sensors play a role in the standardisation and proving of components, either in

their production or qualification. This work deals with fibre sensors, their demod-

ulation and the mitigation of transmission effects on the signal quality, and, hence,

resolution.

3Structural health monitoring is further discussed in §2.3.3.4 (page V.I - 75).
4Which may be beneficial in selling on the structure, as it would show that the insurance

company did not have concerns regarding the structure’s condition.
5Reduced premiums at much lower risk.
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1.1.1 Fibre Sensors

The utility that customers can gain from the sensing technology determines its

success. Fibre sensing technology is no different. Fibre sensing technologies must

compete against established and new sensing technologies and approaches. This is

done by emphasising strengths [12]:

• Electrical and chemical passivity6,

• Immunity to externally sourced electromagnetic interference,

• Small size and biocompatibility suitable for biomedical sensors,

• Ability to withstand high temperatures (until glass transition temperature),

• Small and lightweight (in comparison to electrical conductors),

• Transmission distances of kilometres without amplification,

• Sensitivity, dynamic range and resolution can be adjusted by employing dif-

ferent demodulation techniques,

• Capablity of being multiplexed via different techniques,

• Can be configured as distributed or quasi–distributed (multiple point sensors).

while admitting weaknesses:

• Cross–sensitivity, where different environmental parameters affect the quantity

measured, e.g. strain–based extension and thermal expansion,

• Cost of sensing systems, including demodulation sub–system, currently greater

than competitors.

Approaches to mitigate these disadvantages are addressed in this work. For most

FBG–based sensor systems the demodulation system is the most expensive com-

ponent. The more FBGs which can be demodulated with a single demodulation

system, the lower the per sensor cost of the whole system. The desire to maximise

the number of sensors while providing high individual sensor resolution was the

motivation for the SpectroBragg spectrometer.

6I.e. fibre sensors may be used in environments where the risk of explosion or fire may preclude
other sensors.
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1.2 Thesis Overview

Chapter 2 is a literature review of the theory used for the subsequent experimental

chapters. The literature review begins with an overview of electromagnetism, phase

and polarisation representations.

The propagation of electromagnetic radiation in a single–mode optical fibre, and

the effects of the material in its environment of the fibre upon the propagating

electromagnetic radiation are then discussed, in particular strain and temperature.

This leads to optical fibre sensing, and the fibre Bragg grating, FBG, types of which

are employed in three of the experimental chapters.

An overview of structural health monitoring, SHM, which is a significant niche

for FBG sensing, is provided.

The literature review concludes with an overview of signal demodulation schemes

which are not developed, more appropriately, in the context of the experimental

chapters.

The first experimental chapter, 3, discusses the development of a compact custom

built diffraction grating based spectrometer, the SpectroBragg. For many optical

fibre sensing systems the cost of signal recovery forms the largest contribution to

the overall cost of the system. The two–step process of converting an optical to

analog electrical signal and then to a digital electrical signal represents an extra

step over electrical systems. However, traditional electrical systems can have disad-

vantages that can limit this advantage, e.g. electrical strain gauges require two leads

and resistance balancing equipment per sensor, and the pickup of electrical noise.

For several sensors, the wiring, configuration and maintenance of the accumulated

equipment can become expensive.

For most FBG–based sensor systems the demodulation system is the most ex-

pensive component. The more FBGs which can be demodulated with a single de-

modulation system, the lower the per sensor cost of the whole system. The desire to

maximise the number of sensors, while providing high individual sensor resolution,

was the motivation for designing the SpectroBragg spectrometer.

The SpectroBragg was constructed using commercially available components, to

ensure costs were as low as possible. The SpectroBragg operated natively in the

telecomms spectral bands by using an InGaAs 512 pixels array. The SpectroBragg

provided high–bandwidth, high–speed and high–resolution measurements of sensors,

such as multiplexed FBG sensors in arrays. The SpectroBragg operated over a

spectral bandwidth of ∼ 70 nm bandwidth centred at ∼ 1550 nm, with the 512

pixels providing a native resolution of ∼ 0.13 nm per pixel. A super–resolution,

beyond the averaged native resolution of ∼ 0.13 nm, of < 0.5 pm was obtained,

using the centroid algorithm. In practice, vibrations reduced the instantaneous
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operational resolution to, on average, ∼ 0.9pm. By natively operating at telecomms

wavelengths, the existing suite of telecomms components can be deployed for use

with the SpectroBragg.

Chapter 4 reports the strain characterisation of a novel anisotropic FBG, in-

scribed by a two–photon femtosecond UV(264 nm) process into standard single–

mode fibre. FBGs can be multiplexed, allowing multiple point sensors along a single

fibre. The motivation for this work was to determine the suitability of these novel

anisotropic FBGs for use as strain sensors comparable to standard telecomms FBGs.

Quasi–steady–state strain characterisation of these novel FBGs over 0− 700 µε, us-

ing an optical spectrum analyser, returned a strain sensitivity of 0.81 × 10−6
µε−1.

Dynamic strain characterisation in steps of 10.6 µε over the range 0− 265 µε, using

the SpectroBragg spectrometer, returned a strain sensitivity of 0.75×10−6
µε−1. The

strain response for isotropic FBGs in the literature is 0.78×10−6
µε−1 [13] but a value

of 0.73×10−6
µε−1 a value of was obtained from the dynamic strain characterisation

experiment, for the co–located isotropic FBG.

FBGs are simultaneously sensitive to strain (pressures) and temperature. This

cross–sensitivity is common to many strain sensors, and means of discriminating

between temperature and strain induced changes is ongoing. Preliminary investiga-

tions of a potential method of simultaneous strain/temperature discrimination using

these anisotropic FBGs are discussed.

Over the range tested, applied strain does not significantly alter the relative sepa-

ration of the anisotropic FBGs orthogonal component peaks. A brief and truncated

initial investigation indicated that temperature changes tested may have a much

greater effect on the relative separation and so alter the spectral profile. The preser-

vation of spectral profile under applied strain suggests that the anisotropic FBGs

might allow strain–temperature discrimination. By measuring the bandwidth, such

as the full–width at half–maximum, it would appear there is a possibility the tem-

perature may be inferred, separately from the peak movement, which is sensitive to

both strain and temperature.

Chapter 5 presents an initial examination of two alternatives to established

means of mitigating the polarisation–sensitivity of demodulation systems, such as

the SpectroBragg. When the polarisation–sensitive detectors are paired with state

of polarisation, SOP, modifying fibre, spectral changes arising from changes in the

state of polarisation may arise randomly, adding to the noise experienced by the

demodulation system. No current passive optical device will coherently add the

orthogonal SOP components when rotated into the same plane without convert-

ing the phase shift describing the ellipticity into a non–zero optical path difference,

OPD [14].

The two most common depolarisation schemes, the polarisation scrambler and
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Lyot depolariser, operate by decohering the signal to populate all possible polari-

sation angles equally in the temporal and spectral domains, respectively. The po-

larisation scrambler becomes expensive when high–speed depolarisation is required.

The Lyot depolariser, and in particular fibre Lyot depolariser, becomes cumbersome

when high–coherence signals need to be depolarised.

However, a subsequent polarisation–sensitive element, such as a diffraction grat-

ing in a spectrometer, can repolarise the signal. The motivation for the work re-

ported in this chapter was to examine the possibility of effective depolarisation for

mixed low– and high–coherence signals onto a device such as the SpectroBragg.

The approaches investigated output a single linear SOP, making the signal effec-

tively scalar. By combining the decoherence approach of Takada et al. with the

polarisation fixing approach of Tateda et al., the best polarisation mitigation, as

measured, of the approaches tested was achieved for the anisotropic and isotropic

FBGs at 22% and 76%, respectively.

By recombining the previously orthogonal but now parallel components, random

SOP changes are converted to random phase changes. The greatest limitation to

these techniques, as investigated, was the unwanted introduction of phase noise. Un-

balancing the stationary Mach–Zehnder interferometer reduces the interferometric

phase noise, but required a priori knowledge of the coherence length of the source

to adhere most closely to stationarity requirements.

The final experimental chapter, 6, reports on the use of the Hilbert transform

technique to analyse two–output π–shifted interferograms, which provide common–

mode noise rejection to reduce accumulated noise from Rayleigh scattering, to de-

modulate FBG signals. The Hilbert transform technique provides higher resolution

wavelength determination than Fourier transform spectroscopy, FTS, using short

interferometer scans. Scan time limits the temporal resolution, and can introduce

design complexity in equipment manufacture for applications such as in aircraft,

where the size of a demodulation system is a limiting factor.

In this work, the FBG signals traversed a 19.5 km length of fibre. Rayleigh scat-

tering, and the amplification required to obtain a signal, introduced significant noise

onto the captured signal. Two–step recalibration provided a signal that retained the

relative FBG to reference laser intensity ratios, as measured by an OSA over ∼ 10m

patch lead. This approach permits the recovery of low signal–to–noise ratio sig-

nals where single–output interferometry is otherwise obscured in noise, potentially

increasing distances along the fibre over which sensors can be placed.

To separate the performance of the HTT from the π–shift common–mode noise

rejection, the FTS (using the centroid algorithm) and HTT methods of determin-

ing the mean wavelength of the FBG were examined. The recovered tempera-

ture response of the sensor FBG was examined for variable, and different, fixed
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interferogram lengths. The variable interferogram length temperature response was

5.42× 10−6 ◦C−1, with an uncertainty of 32 pm; the fixed interferogram length case

was 5.31 × 10−6 ◦C−1, with an uncertainty of 70 pm for the HTT. These values are

lower than the literature value of 6.67 × 10−6 ◦C−1 [13], and may be due to differ-

ent actual temperatures being experienced by the FBG and the oven’s thermistor

sensor, or incorrect thermistor values reported by the oven controller.

However, a dependence of the temperature response value on the length of the in-

terferogram chosen was observed. This led to the optimum interferogram length, ni,

being ambiguous and the temperature response value changing between a minimum

of 5.29 × 10−6 ◦C−1 and a maximum of 5.34 × 10−6 ◦C−1.

1.2.1 Appendices

Material that was considered supplemental or ancillary has been collected into the

appendices, in volume 2. The appendices contain additional theory and develop-

ment of experimental results at a level which, while consistent with the level of the

chapters, is sufficiently lengthy to obscure the results to be discussed.

1.3 Notation

In this work, computer program functions, e.g. Matlab’s interp1q, will be written

in constant width font as in the example. On the initial mention of a commercial

product or term, it will be presented in italics, as with the product Matlab, The

Mathworks, Inc.

1.3.1 Tensor representation of quantities

Given the scope of material covered in understanding sensor physics, the symbols

used, e.g. alphabet letters, are frequently reused in specific subject domains. To dis-

tinguish between various uses, subscripts are employed which may be non–standard

within the specific subject domains.

Tensors7 of rank greater than one (e.g. vectors, dyadics, triadics, etc.) are bold

faced, with the rank of the tensor indicated by the number of associated underlines8,

e.g. vector: X, dyadic: Y and triadic: Z. Scalar quantities (tensor quantities of

rank zero) have no underlines and are not in bold face, e.g. scalar: A.

7Quantities that have a magnitude and zero to many directional components along which the
magnitude need be measured. The tensor itself is independent of the reference frame, but the
magnitude of the constituent components will be reference frame dependent.

8Maxum [15] uses overbars instead of underlines. However, this use is in conflict with the
common use of one overbar for mean quantities in the literature, so the underlines are used instead.

V.I - 8



1.4. REFERENCES

1.3.2 Measurement terminology

The emission, transmission and absorption/detection of light is fundamentally a

statistical process [16]. Sources, media and detectors will all have random ther-

mal motion, all imparting uncertainty onto a measurement. Components will have

manufacturing quality tolerances and so will vary below those tolerances, increasing

uncertainty. Measurement equipment will be variously subject to some electrical

power variations, temperature variations and vibrations, all which need to be con-

sidered as statistical sources of noise, or measurement uncertainty.

The standardised treatment of statistical measurands is defined in the Guide to

the expression of uncertainty in measurement or GUM [17,18]. This work follows the

guidelines, as outlined in [19], in so far as available time and equipment permitted.

The following normative terminology, defined in [20], is used in this work:

• Accuracy is defined as the “closeness of the agreement between independent

results of measurement and the true value9 and

• Precision is defined as the “closeness of the mutual agreement between inde-

pendent results of measurement10”.
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2009.
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Chapter 2

Literature Review

2.1 Introduction

When a particle of matter interacts with another particle it does so subject to the

theory of relativity, where the interaction is not instantaneous, but occurs after

an interval of time. “The field itself acquires physical reality” [1]. The first particle

interacts with the field, and the modified field then interacts with the second particle

after the time interval. Additional implications of the theory of relativity are not

required.

Quantum field theory provides the most complete theory of photons and their

interactions with matter [2]. The quantum nature dominates in the absorption

and emission processes, however, the wave aspect dominates in the propagation of

light [3]. In this work no situations are encountered where the quantum nature of

electromagnetic radiation is dominant, such as small numbers of photons (i.e. very

low intensity signals) or squeezed states [4–6], and the classical stochastic approach

to optics is adequate to describe the work given the relative dimensions of typical

inter–atomic distances being & 10−4 that of the radiation wavelength at 1550 nm

and the macroscopic fluctuations density fluctuations occuring at 10 − 100 nm in

glasses [7].

2.1.1 Electromagnetic radiation

The electromagnetic field is defined as the state of excitation established in the

presence of electric charges [8]. The charges are examples of the particles referred

to previously. The interaction between charges, after an interval, is the propagation

of the excitation from one charge to another. At macroscopic scales, where large
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numbers of charges are encountered, the total number of degrees of freedom required

to describe all the charges and their assorted mutual interactions becomes very large

and thus intractable to direct calculation1.

Statistical optical approaches allow the electromagnetic field produced by large

numbers of charges to be treated efficiently. Describing the set of the degrees of

freedom of the collection of charges and the associated probabilities, allows a macro-

scopic average behaviour with associated error or confidence interval to be assigned.

This reduces the computational effort required to describe electromagnetic phenom-

ena that would otherwise deviate unacceptably from a full quantum field treatment.

A brief overview of the development of Maxwell’s equations is provided in ap-

pendix A (page V.II A-1). The appendix also covers the incorporation of anisotropy

into the theory, the transfer of energy (the Poynting vector) and the important

plane wave solution to the propagating electromagnetic wave equation. The set of

plane waves provides a basis set with which other more complicated signals may be

described.

In practice no signal is purely monochromatic, and so the analytic signal is

introduced in appendix C (page V.II C-1), which describes polychromatic signals.

The analytic signal theory is directly employed in the signal processing used in

chapter 6, along with second order coherence theory, which is described in appendix

B (page V.II B-1). For completeness, appendix B also discusses the power spectrum,

the concepts of coherence time and lengths, and the use of the terms high– and low–

coherence.

2.1.1.1 Quantum limits on resolution

A fundamental limit to the spectral resolution obtainable by interference was ob-

tained by Kafri using the uncertainty principle [9]. The following argument is based

upon Kafri’s paper. A Michelson interferometer does not record the entire interfer-

ogram in one instantaneous measurement, so the single measurement uncertainty

principle may be overcome using the statistics of many measurements to improve

the accuracy2.

The resolution possible by an interferometer, in terms of the fraction of a fringe

that can be resolved, q, is

q ≥ 1

4π
√
m

(2.1)

where m = δωδt is the number of longitudinal modes in the interferometer, δω

is the bandwidth of the beam being examined, and δt is the sampling time of a

1This statement must be considered in terms of neglecting the uncertainty inherent in the
quantum nature of the charges.

2As the interferometer is scanned different instrument modes are generated, and therefore the
limit of photons, in the same quantum state, providing no extra information is overcome.
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measurement.

Assuming a symmetrical profile for the spectrum, the coherence time, τc is
1

δω
,

and so m =
δt

τc
.

In principle, it is possible to obtain a desired resolution by increasing the mea-

surement time or decreasing the coherence length. A real experimental apparatus

will be subject to environmental vibrations and temperature fluctuations therefore

short measurement times are desirable to mitigate the impact of these noise sources.

Long coherence times facilitate alignment, but, in general, the coherence time of the

signal being examined may not be known a priori.

The number of longitudinal modes is restricted, due to detuning, by the coherence

length to

m ≤ cλq

2lcνsys

(2.2)

where νsys is the scan speed of the interferometer and lc is the coherence length of

the signal.

Equation (2.1) and equation (2.2) give the best resolution of the interferogram,

in terms of q, as

q =

(

1

8π2

lcνsys

cλ

)
1
3

(2.3)

Under ideal conditions, a two–beam interferometer will provide the best resolution

(discussed in appendix D (page V.II D-1)), so equation (2.3) presents a fundamental

limit to the accuracy attainable.

2.1.1.2 Phase noise limitation

Noise is the practical limit to the resolution of a measurement of an optical quantity.

Noise is the spontaneous fluctuation of the quantity being measured [10], and is in-

herent from quantum mechanics [4,11]. The measurements are treated as statistical

quantities with a mean value and associated standard deviation. An electromagnetic

signal3 passing through a medium will experience phase noise from the random fluc-

tuations in the material density. Rayleigh scattering is the fundamental contribution

to phase noise4, and is the dominant source of phase noise in telecomms fibres at

1550 nm. Rayleigh scattering is discussed further in §2.2.2.2 (page V.I - 28).

Rayleigh scattering appears as phase–noise on the signal that generated it. For

a high–coherence source, the signal’s phase will have interfering contributions from

scattering within the coherence length as it traverses the fibre. This is a disadvantage

3The electromagnetic signal will already be a statistical quantity from the photon generation
process.

4The spectrum will exhibit a broadened, lower–coherence profile due to the phase–noise com-
ponents synthesising frequency components.
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as high–coherence sources are desirable for long distance communications due to the

power levels achievable and the density of information they enable.

Figure 2.1: Effect of phase noise, ∆ν, on intensity from an interferometer with
relative delay τ0. Phase noise converts frequency fluctuations into intensity
fluctuations. This figure is after Derickson [12].

Figure 2.1 shows the effect of a periodic frequency variation on the intensity

recorded by a detector. A fluctuation of magnitude ∆ν occurs at both ν1 and ν2.

The signal is in quadrature at ν1 and so the intensity fluctuation is largest here.

At ν2, the fluctuation is of minimum amplitude, but the period of the intensity

fluctuations is halved.

Interferometric demodulation techniques, based upon Michelson or Mach–Zehnder

interferometry, have the Fellgett or multiplex advantage [13]. The Fellgett advantage

is where the time needed to obtain a given signal–to–noise ratio, SNR, across the

whole spectrum window is reduced compared to other methods, by simultaneously

recording the whole spectral window [14]. These demodulation techniques also suf-

fer the multiplex disadvantage, where noise signal fluctuations are recorded just as

effectively as the signal [15].

The phase–noise from a high–coherence source should not modulate the low–

coherence signal, as the noise effect should be similar to non–white noise, which

is spectrally associated with the generating signal [15]. However, the transmission

distances may be considered the optical far–field for the scattering events, and may

generate spatial coherence between the scattered beam from one signal and another

signal [16]. This makes the phase noise ‘whiter’ than it would otherwise have been.

The impact of phase–noise is most significant in a two–beam interferometer de-

modulation scheme, as discussed in appendix §D (page V.II D-1). Thus the theo-

retical limit for interferometric accuracy is seldom achievable.

The signal information in an interferogram will be reduced by the presence of

noise, limiting the resolution with which the measurand can be determined. For
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low intensity signals, the intensity noise can reduce the recoverable signal to near or

below background noise levels.

2.1.2 Wolf’s polarisation representation

The polarisation of electromagnetic radiation has led to the development of different

approaches to deal with the vectorial nature of electromagnetic radiation. The

Stokes parameters, Mueller and Jones calculi are discussed in appendix sections

E.1 (page V.II E-4), E.4 (page V.II E-10) & E.5 (page V.II E-12), respectively.

The Stokes parameters allow the state of polarisation to be described in terms of

observable quantities, e.g. the intensity, and the Mueller calculus models the Stokes

vector passage through optical components. The Mueller calculus does not cater for

the effects on phase of the optical components, as the intensity–based Stokes vector

has already evaluated the phase. The Jones calculus deals with the electromagnetic

signal amplitude, and so models the effects of phase changes, but with the restriction

of fully polarised light only.

In addition to the Jones and Stokes calculi a third formalism to represent po-

larisation was introduced by Wolf in the coherency matrix 5 [17, 18] or polarisation

matrix [19] as C,

C = 〈E(t) ⊗ E(t+ τ)〉

=

〈(

E∗
x(t)

E∗
y(t)

)

⊗ (Ex(t+ τ), Ey(t+ τ))

〉

=

(

〈E∗
x(t)Ex(t)〉 〈E∗

x(t)Ey(t)〉
〈E∗

y(t)Ex(t)〉 〈E∗
y(t)Ey(t)〉

)

(2.4)

where E(t) is the electric field and ⊗ denotes the Kronecker or direct product 6.

The polarisation matrix approach describes the optical state in terms of its co-

herency and polarisation and adds mathematical concepts to the Mueller and Jones

calculus [20].

The Stokes parameters, Sj , are related to C via [20]

Sj = Tr
(

C σ Pj

)

(2.5)

where ‘Tr ’ is the trace of the matrix, and σ Pj
are the Pauli spin matrices [21].

5Explicitly, C = C(r, t), but the r dependence is typically omitted for clarity of presentation.
6Defined as [20]: for m×n matrix A and p× q matrix B, the Kronecker product is the mp×nq

partitioned matrix A ⊗ B =











a11B a12B . . . a1nB

a21B a22B . . . a2nB
...

...
. . .

...
am1B am2B . . . amnB











.
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Completely polarised light is described by

detC ≡ CxxCyy − CxyCyx = 0 (2.6)

and unpolarised light by

Cxy = 0 (2.7)

i.e. there is no correlation between the components in the x and y directions.

Partial polarisation can be determined by separating C into

C = C pol + C unpol (2.8)

where

C unpol =

(

1 0

0 1

)

, C pol =

(

B D

D∗ C

)

, (2.9)

and solving for B, C and D [19]. The trace of C pol and C unpol are proportional

to the intensities of the polarised and unpolarised components, respectively. The

degree of polarisation, equation (E.12) (page V.II E-5), can be written as

P ≡ Ipol

Itot

=

√

1 −
4 detC
(

Tr C
)2 (2.10)

The Jones calculus describes completely polarised light using the amplitude and

phases from Maxwells equations. The Mueller–Stokes calculus describe experimen-

tally observable parameters which must be incoherently added. The relationship

between the Jones calculus and Mueller calculus must therefore deal with the loss

of information (i.e. the phase, φ, is wrapped to the range 0 ≤ φ < 2π) that arises

on moving from amplitudes to intensities [22].

The Kronecker product of the Jones vector (E.5) (page V.II E-12) and its complex

conjugate forms

Iin = 〈E⊗ E∗〉 =













〈ExE
∗
x〉

〈

ExE
∗
y

〉

〈EyE
∗
x〉

〈

EyE
∗
y

〉













=













Cxx

Cxy

Cyx

Cyy













=













1
2
(S0 + S1)

1
2
(S0 − S1)

1
2
(S2 + iS3)

1
2
(S2 − iS3)













(2.11)

where Cij are the elements of (2.4) rearranged as a column matrix.

The Stokes vector can be obtained from

S
in

= T • Iin (2.12)
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where

T =













1 0 0 1

1 0 0 −1

0 1 1 0

0 −i −i 0













(2.13)

Letting equation (2.11) describe the input amplitudes, and the Jones matrix, J sys,

describe the system,

Iout = 〈Eout ⊗ E∗
out〉 =

〈

J sysEout ⊗ J∗
sysE

∗
out

〉

=
(

J sys ⊗ J∗
sys

)

Iin (2.14)

Using equation (2.12) and (2.14), the Stokes vector of the output beam is,

S
out

= T· Iout

= T
(

J sys ⊗ J∗
sys

)

(

T−1T
)

Iin

=
[

T
(

J sys ⊗ J∗
sys

)

T−1
]

S
in

(2.15)

which is of the form of equation (E.20) (page V.II E-10), i.e,

M J = T
(

J sys ⊗ J∗
sys

)

T−1 (2.16)

which relates the Jones matrix to the corresponding Mueller matrix [20]. As the

corresponding Mueller matrices are a subset of all the possible Mueller matrices,

M J is also termed the Mueller–Jones matrix .

2.1.2.1 Unified theory of coherence and polarisation

The treatment of electromagnetic radiation has followed the pedagogical separation

of coherence and polarisation. Coherence arises from the correlations between elec-

tromagnetic fluctuations at two or more points, and polarisation is the correlation

between the fluctuating electromagnetic components at a single point [23].

A more comprehensive unification of the description of coherence and polari-

sation explains the interaction of the two phenomena [23–26]. The cross–spectral
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density function, equation (B.14a) (page V.II B-5), is a function of two points7

W(r 1, r 2, ω) =

(

Wxx(r 1, r 2, ω) Wxy(r 1, r 2, ω)

Wyx(r 1, r 2, ω) Wyy(r 1, r 2, ω)

)

=

(

〈E∗
x(r 1, ω)Ex(r 2, ω)〉 〈E∗

x(r 1, ω)Ey(r 2, ω)〉
〈E∗

y(r 1, ω)Ex(r 2, ω)〉 〈E∗
y(r 1, ω)Ey(r 2, ω)〉

)

(2.17)

whereas both C and J are functions of one point. Using the Young’s slits experiment,

figure B.1 (page V.II B-2), but describing the fields in terms of statistical ensembles,

E(r, ω), instead of analytic signals, E(r, τ), the interfering field at Q(rQ) is [23]

EQ(rQ, ω) = K1 • E(r 1, ω) + K2 • E(r 2, ω) (2.18)

where Ki and ri are as defined for apertures Pi, i = 1, 2 in appendix §B.1 (page V.II

B-1).

Thus, the spectral density is8

SWQ
(rQ, ω) =

〈

E∗(rQ, ω) • E(rQ, ω)
〉

= SW1
(r 1, ω) + SW2

(r 2, ω)

+2
√

SW1
(r 1, ω)

√

SW2
(r 2, ω)ℜ

[

η
W

(r 1, r 2, ω)eik(R2−R1)
]

(2.19)

where

SW1
= |K1|2 Tr W(r 1, r 1, ω) = |K1|2SW (r 1, ω) (2.20)

is the spectral density in the absence of point P2, and similarly for SW2
in the absence

of point P1; and the spectral degree of coherence is

η
W

(r 1, r 2, ω) =
Tr W(r 1, r 2, ω)

√

SW (r 1, ω)
√

SW (r 2, ω)
(2.21)

Equation (2.19) is the frequency domain equivalent of equation (B.4) (page V.II

B-3), and is termed the spectral interference law for the superposition of stochastic

electromagnetic beam [23].

7If the direction of propagation is not along the z-axis, then equation (2.17) would be

W(r 1, r 2, ω) =





Wxx(r 1, r 2, ω) Wxy(r 1, r 2, ω) Wxz(r 1, r 2, ω)
Wyx(r 1, r 2, ω) Wyy(r 1, r 2, ω) Wyz(r 1, r 2, ω)
Wzx(r 1, r 2, ω) Wzy(r 1, r 2, ω) Wzz(r 1, r 2, ω)





8Common terminology for the spectral density is Si for point i [23]. This conflicts with the
standard terminology of the Stokes parameters, also using Si but for parameter i [21,27–29]. The
label D is used for the spectral density in [29]. However, in this work D refers to the electric
displacement, equation (A.2) (page V.II A-2). Thus, the subscripted SW is used to refer to the
spectral density.
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The spectral visibility can be defined as

V
W Q

(rQ, ω) =
∣

∣η
W

(r 1, r 2, ω)
∣

∣ (2.22)

and fluctuates between 0 and 1.

The spectral degree of coherence depends upon the diagonal elements via the

trace operation. This intuitively follows as orthogonal components should not, by

definition, interfere. The orthogonal components may still be correlated.

The spectral degree of polarisation replaces C(r) in equation (2.10) (page V.I -

17) with W(r 1, r 2, ω), but restricted to r 1 = r 2 ≡ rQ giving [23]

P
W Q

(rQ, ω) =

√

√

√

√1 −
4 detW(rQ, rQ, ω)
[

Tr W(rQ, rQ, ω)
]2 (2.23)

The spectral degree of polarisation depends not only on the trace, SW (rQ, ω) =

Tr W(rQ, rQ, ω), but also on the off–diagonal elements through the determinant.

Wolf has used these results to show that, for a Gaussian Schell–model beam9,

the degree of polarisation at the apertures P1 and P2, PWQ
(rQ, ω), depends not only

upon the degree of polarisation at the apertures P1 and P2,

P
W 0

≡ P
W i

(ri, ω) (2.24)

but also on η
W 0

(r 1, r 2, ω) and the correlation of the off–diagonal elements of the

fields at the apertures, δij = δji = arg [Wij ] = k(Ri − Rj) [23]:

P
WQ

(rQ, ω) =
1 + cos (k (R2 −R1)) e

− 2r2
1

δ2xy

1 + cos (k(R2 − R1)) ηW 0
(r 1,−r 1, ω)

P
W 0

(2.25)

The generalised Stokes parameters replace the terms Cij with Wij to give [23, 30]

S gen(r 1, r 2, ω) =













Sgen0
(r 1, r 2, ω)

Sgen1
(r 1, r 2, ω)

Sgen2
(r 1, r 2, ω)

Sgen3
(r 1, r 2, ω)













=













Wxx(r 1, r 2, ω) +Wyy(r 1, r 2, ω),

Wxx(r 1, r 2, ω) −Wyy(r 1, r 2, ω),

Wxy(r 1, r 2, ω) +Wyx(r 1, r 2, ω),

i (Wyx(r 1, r 2, ω) −Wxy(r 1, r 2, ω))













(2.26)

The generalised Stokes parameters are two–point polarisation quantities, and in

general, are complex quantities [31]. When r 1 = r 2 they reduce to the spectral

Stokes parameters. An interpretation of the generalised Stokes parameters has been

given [32]. The generalised Stokes parameters are no longer intensities but corre-

9A Gaussian Schell–model beam has a Gaussian profile in both the time and frequency domains.
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lations. Comparing equations (E.11) (page V.II E-5) and (2.26), Sgen0
(r 1, r 2, ω) is

the sum of the linear horizontal polarisation, LHP , and linear vertical polarisa-

tion, LV P , components of the electric field at points r 1 and r 2. The parameters

Sgen1
(r 1, r 2, ω), Sgen2

(r 1, r 2, ω) and Sgen3
(r 1, r 2, ω) describe the differences in corre-

lations between the orthogonal components of r 1 and r 2 along the LHP and LV P ;

L+ 45P and L− 45P ; and RCP and LCP SOPs.

S0 in equation (E.11) (page V.II E-5) is invariant under a rotation of the Poincaré

sphere (see appendix §E.2 (page V.II E-5)), however, the roles of S1, S2 and S3 are in-

terchangeable under unitary transformations. The corresponding values in equation

(2.26) behave differently, as Sgen0
(r 1, r 2, ω) is interchangeable with Sgen1

(r 1, r 2, ω),

Sgen2
(r 1, r 2, ω) and

Sgen3
(r 1, r 2, ω).

Applying a unitary transformation at r 1 or r 2, any two of the generalised Stokes

parameters may be freely interchanged. An unpolarised field can therefore have a

zero Sgen0
(r 1, r 2, ω) but a non–zero (modulated) Sgen1

(r 1, r 2, ω), Sgen2
(r 1, r 2, ω) or

Sgen3
(r 1, r 2, ω), depending upon the unitary transform. The norm of both equations

(E.11) (page V.II E-5) and (2.26) cannot change under these transformations.

Generalised Jones and Mueller calculi have been developed to use the unified

theory of coherence and polarisation [33, 34]. In particular, the generalised Mueller

calculus, operating upon the generalised Stokes vector, allows the coherence and

polarisation aspects to be followed, combining the advantages of the Jones and

Mueller calculi10.

The generalised Mueller calculus has the form [33]

S gen out
(r 1, r 2, ω) = M gen(r 1, r 2, ω) S gen in

(r 1, r 2, ω) (2.27)

where M gen is a 4 × 4 matrix11 expressing the same relationship between S gen in

and S gen out
as M sys does between S in and S out in equation (E.20) (page V.II E-10).

M gen is a function of two points, allowing the coherence properties to be determined

in addition to the polarisation properties provided by M sys.

The elements of M gen can be found following a similar argument to that used in

§2.1.2 (page V.I - 16) [33].

10The Stokes parameters may be considered as consisting of modulated and unmodulated com-
ponents. The unmodulated component is equal to the sum of the Stokes parameters from r 1 and
r 2. The modulated component is proportional to the generalised Stokes parameters evaluated at
r 1 and r 2 [32].

11Again, in general with complex elements.
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2.2 Optical fibres

Optical fibres are, in general12, cylindrical waveguides made of dielectric materials,

typically silica with dopants to modify the dielectric properties, as illustrated in

figure 2.2(a). A waveguide confines a propagating electromagnetic field by repeated

reflections from the walls of the waveguide [36, 37], as represented in figure 2.2(b).

The method of reflection in optical fibres is commonly total internal reflection, TIR,

at the optical interface [38]. Certain photonic crystal fibres are based upon pho-

tonic bandgaps, which forbid the propagating electromagnetic field from exiting the

waveguide.

Figure 2.2: Illustration of optical fibre. (a) Guiding core surrounded by a
lower index cladding. A protective jacket provides mechanical protection, ease
of handling and some isolation from environmental contaminants. (b) Cross–
section of fibre with a propagating guided ray, coloured blue, θin > θc; and,
a partially reflected, non–propagating lost ray, coloured red, θin < θc. The
boundary wave, θin = θc is not shown.

The propagating electromagnetic field inside the device must obey Maxwell’s

equations (discussed in appendix A (page V.II A-1)) subject to the waveguide bound-

ary conditions.

2.2.1 Historical overview

Optical fibres were suggested by Kao and Hockham as effective communications

devices in 1966 [39]. Previously, the attenuation of glass waveguides was so large

that only a few meters reduced the intensity of available light sources below the

noise level of detectors. The attenuation was considered to be due to the presence

of imperfections and not intrinsic to the silica material used.

12Types of structured and non–cylindrical fibres (e.g. chapters 6, 8 and 16 of [35]) are increasing,
but are in a minority in terms of the quantity of deployed optical fibre.
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During the 1970s improvements and refinements to the technology reduced the

attenuation and improved the reliability of the fibres, thus extending the range over

which they could be used for telecommunications.

Initially multimode fibres were produced due to easier manufacturing constraints,

but the modal pulse dispersion and mixing of modes reduced the effectiveness of

the technology. Gradient index fibres were developed to control the modal pulse

dispersion [40]. By the 1980s monomode or single–mode fibres were capable of

outperforming multimode fibres in terms of environmental insensitivity. As the

demand for improved performance spurred new technologies in both the optical fibre

technology and encoding and decoding technologies, impediments were overcome

and previously lesser problems rose to the fore, motivating new technologies to

mitigate them.

As these issues were encountered and dealt with, it was also appreciated that the

very sensitivity that was detrimental to communications might also be used as a sen-

sor. The effectiveness of an external influence to modulate the light would make the

fibre a small and efficient sensor, drawing upon the benefits of the communications

business.

As the technologies have developed, a range of fibre technologies, with associated

environmental sensitivities, are now available [41]. Sixteen different fibre technolo-

gies are listed in Specialty Optical Fibers Handbook [35].

Total internal reflection provides the fundamental process by which guided elec-

tromagnetic radiation is confined within a fibre. TIR is briefly reviewed in appendix

section F.1 (page V.II F-1), where subtleties such as the Goos–Hänchen and Imbert–

Fedorov shifts are discussed. Although TIR provides the fundamental confinement,

the guiding fibre further imposes a guiding mode structure upon the electromagnetic

radiation launched into the fibre. The theory for the weakly guided approximation

is briefly reviewed in appendix section F.2 (page V.II F-3).

2.2.1.1 Group and phase velocities, the cut–off frequency

The modes in an optical fibre are the eigenvalues of equation (F.13) (page V.II F-5)

[42] and depend upon the polarisation of the incident electromagnetic wave [42,43].

Letting the field components in the core and cladding be,

{

Er

Hr

}

=

{

E co

H co

}

Jl(U r) 0 ≤ r ≤ r co (2.28a)

{

Er

Hr

}

=

{

E cl

H cl

}

Kl(W r) r > r co (2.28b)
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where Jl is a Bessel function of the first kind and Kl a modified Bessel function13

of the second kind; U = q r co in the core and W = pr co cladding. U and l are

the eigenvalues in the core, and W and l are the eigenvalues in the cladding which

define the propagating mode [45].

The normalised frequency is defined as [45]

V2 = U2 + W2 (2.29)

For optical fibres, certain boundary conditions must be met. The component

fields must be zero or continuous at r = r co, the core boundary. Optical fibres

have a ∆n value ∼ 1, which simplifies the determination of the modes, termed the

weak–guidance approximation. The values E co, H co, E cl and H cl can be determined

using the characteristic equation [45]

J
′

l (U)

UJl(U)
+

K
′

l (W)

WKl(W)
+

[

k2
coJ

′

l (U)

UJl(U)
+

k2
clK

′

l (W)

WKl(W)

]

= β2l2
[

1

U2 +
1

W2

]2

(2.30)

where J
′

l (U) = −Jl+1(U) and K
′

l (W) = Kl+1(W). When l = 0 the modes are

termed transverse electric, TElm,14 for Ez = 0, and transverse magnetic, TMlm,15

for Hz = 0. m ∈ Z is another integer eigenvalue, but the only permitted values

are for V, termed the cut–off frequency, which are greater than the mth root of

J0(V) = 0 [43, 45, 47–49], or

V cutoff = k r co

√

n2
co − n2

cl = k r coNA (2.31)

There is also the possibility of Ez and Hz not being zero, termed hybrid modes,

HElm or , EHlm, [45,50]. These correspond to the geometric skew (non–meridional)

rays [49, 51]. The solutions are given by the product of lth order Bessel functions

and cos(lθ+φ) or sin(lθ+φ), with Ez and Hθ again continuous at the core/cladding

boundary. The HE11 mode is the only mode that does not exhibit a V cutoff, and can

propagate independently of its value [45]. It is termed the fundamental mode and

exists in isolation when [43]

0 < V < 2.405 (2.32)

which yields the single mode in single–mode fibre. Using the desired wavelength

and given refractive index values the core diameter for single–mode operation can

be determined from equation (2.31).

TE, TM and EH/HE modes are one grouping of the fibre’s modes. Another, more

13Also known as a Hankel function [44].
14Also termed s waves, from the German for polarisation, ‘senkrecht’ [46].
15Also termed p waves, from the German for polarisation, ‘parallel’ [46].
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useful, grouping is in terms of linearly polarised, LP [42, 43, 45, 50–53], or circularly

polarised, CP, modes [42]. In terms of LP modes, HE11 becomes LP01, and the

TE01, TM01 and EH21 modes group to become the leaky16 LP11 [55], as modes

that have the same azimuthal, l, and radial, U, numbers. Thus, they share the

same eigenvalue under the weakly guided approximation, and are indistinguishable

from each other [45, 50, 51, 56]. The fundamental LP mode, LP01, is therefore the

single–mode condition [49].

The component plane waves propagate at vp =
c

n eff

, where n eff =
β

k
is the

effective refractive index, which is a weighted average value between n co and n cl.

n eff is the average refractive index experienced by the mode, and the weighting

depends upon the degree to which the mode enters the cladding in addition to the

core. Only certain discrete values of n eff allow modes to propagate and meet the

boundary conditions [57]. The modal group velocity of the waves is [57, 58]

vg =
dω

dβ
= −2πc

λ2

dλ

dβ
=

c

ng

(2.33)

where ng is the group index and is given by

ng = |n eff| − λ
dn eff

dλ
(2.34)

Thus, the waveguide adds another dispersion effect, as the modes propagate at

different velocities. When the orthogonal components of a mode have different

modal group velocities, the dispersion is termed polarisation mode dispersion.

Single–mode fibre has, potentially, thousands of cladding modes, but the use

of the jacket material removes these cladding modes, preventing their propagation

beyond a short distance [57].

2.2.2 Materials effects

Thus far the optical fibre has been an idealised device. In practice the materials

used to manufacture the optical fibre introduce characteristics which depend upon

the materials and upon the interactions of those materials.

2.2.2.1 Silica based Glass

Glass is a solid formed by quenching a molten liquid through the glass transition

temperature17, Tg [60]. This process is termed vitrification [61]. The term amorphous

16A leaky or tunnelling modes has a complex propagation vector [54], e.g. β = γ + iζ, where γ
and ζ are real. By contrast, a surface wave propagation vector will be real.

17The glass transition takes place over a temperature range (the glass is a super–cooled liquid),
as opposed to exactly at Tg [59]. It is used as an indication to separate the liquid and solid phases.
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Figure 2.3: Two dimensional projection of Si—O—Si tetrahedra
as triangles, in red. Bonds in (a) thermodynamic equilibrium crys-
tal arrangement (quartz); (b) glass amorphous arrangement (fused
silica). Two continuous random networks, CRNs, are indicated by
green and blue loops. Direction arrows indicate loop as opposed to
meaningful direction. After figure 5.3 of [63].

is used to describe a material lacking any long range atomic order18 [60,63]. Figure

2.3(b) illustrates Si—O—Si atoms in an amorphous glass structure.

Crystals are regular arrangements of atoms with long range order so that the

pattern repeats throughout the crystal [64]. Crystalline materials can be quenched

from a molten liquid phase, but upon crystallisation, the volume change with tem-

perature is not continuous. Figure 2.3(a) illustrates Si—O—Si atoms in a hexagonal

crystal structure. Glasses have a continuous transition from liquid to solid [65], i.e.

a continuous volume change due to the viscosity of the material which extends the

crystallisation time constants to the order of years, frustrating the process of crys-

tallisation [60]. Crystallisation occurs at a well defined thermodynamic transition

temperature, the crystallisation temperature [65]. In order to crystallise a glass

forming material, termed devitrification, the crystallisation time constants19 need to

be reduced, which is achieved by keeping the material above Tg. Glasses are thus

amorphous solids which exhibit a glass transition [63].

Glasses are described by three temperature based parameters: the strain point,

18The short range order is of the order of 3 − 10 times the interatomic distance (typically
∼ 0.1−0.2nm). Crystals would exhibit order over a range of > 100 times the interatomic distance.
The interatomic distance is the equilibrium distance between bonded atoms [62].

19The time take for the structure to reach equilibrium [59].

V.I - 26



2.2. MATERIALS

the annealing point and the softening point. The strain point is the temperature

at which the glass will begin to flow, rather than fracture. The annealing point is

the temperature at which residual stresses and strains in the glass will relieve or

relax on the order of minutes. The softening point is the temperature at which

the glass can be worked or molded [60]. Amorphous silica glass exhibits no long

range periodicity, and the material can be considered isotropic [66]. However, as Tg

depends upon the rate of glass cooling, nonuniform cooling will cause variations in

Tg which produce anisotropic density variations and, hence, anisotropic refractive

index variations [60], producing Rayleigh scattering, discussed in section §2.2.2.2

(page V.I - 28). The manufacture of optical glasses attempts to minimise these

cooling anisotropies or rates of crystallisation [65].

The glass used in the SMF–28 optical fibres is silica, SiO2, based. The Si and

O atoms form into tetrahedra, which share corner O atoms. The lines of Si—O—

Si atoms can be an open 3D arrangement (glass) or a regular crystal arrangement

(quartz). The silica forms large network structures as it forms a glass [63]. This

open arrangement is known as the glass continuous random network, CRN, and is

dependent upon the past thermal history. Rings of Si—O—Si atoms form, with the

size dependent on the cooling rate, as illustrated in figure 2.3(b). The CRNs provide

short range order of 3 − 10 times the interatomic distance, and so the wavelength

of an electromagnetic radiation (both visible and IR) a averages over many CRNs,

reducing these density variations to a statistically continuous random quantity20.

To achieve a refractive index change21 in the core of |∆n | = 0.36%22, Group

IVA Germanium is used as a dopant23 to raise the core refractive index, substituting

for silicon in the chemical arrangement [63, 67], e.g. at the silicon nodes in figure

2.3. The small percentage of GeO2 in the overall silica content in both the core and

cladding allows the fibre to be considered as pure silica to within ±0.4%24 for bulk

material properties.

Depressed cladding fibres also achieve a suitable ∆n, where the cladding is doped,

e.g. Fluorine. In this case the greater area of the cladding cross–section would

require the dopant to be included in bulk material properties.

As the long range structure of glass has no discernible pattern, homogeneous

glasses may be considered as spherically symmetric at macroscopic scales, in the

absence of large scale cooling differences. This allows the waveguide geometry to

20X-ray diffraction and neutron diffusion techniques are used to investigate the short range
structure of glass [63].

21The refractive index, here, is assumed to be anisotropic, for generality.
22From Corning SMF-28e optical fiber product information, Corning

Inc. (http://www.corning.com/assets/0/433/573/583/09573389-147D-4CBC-B55F-
18C817D5F800.pdf).

23Germania–doped silica fibres will be termed Ge:SiO2 for brevity.
24Taking the core and cladding diameter as 8.2 µm and 125 µm, respectively25.
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dictate the symmetry group. In cases where the glass is not homogeneous or delib-

erately stressed, as discussed in section §2.2.8.4 (page V.I - 55), the highest system

symmetry will be the lowest symmetry from the waveguide point group and the

symmetry Curie group of the material [55, 66].

When two symmetry groups are combined the restrictions on eigenvalues are

preserved, known as Neumann’s principle [68]. So, when isotropic spherically sym-

metric glass26 is used with a cylindrical waveguide, cylindrical symmetry is the

highest symmetry restriction [69]27.

In a silica fibre, either with a doped core or cladding, such crystal anisotropies

are absent when considered at non–atomic scales. Any local anisotropy is quickly av-

eraged with the subsequent sections to produce a very weak material anisotropy28,

or effectively isotropic medium. However, isotropic materials can have an aniso-

tropy introduced by boundary effects, as the interface between two media imposes

boundary conditions not present in the rest of the media.

2.2.2.2 Rayleigh scattering

A material dissipating heat externally will experience internal density fluctuations,

described by the fluctuation–dissipation theorem [74,75], which relates a systematic

extensive effect to a randomised intensive effect. The internal fluctuations can be

characterised by a correlation function of relevant fluctuating physical properties or

by the fluctuation spectra [74].

In optical fibres, scattering arises from molecular scale structural variations (e.g.

CRNs), compositional variations in the material (e.g. variations in dopant density

with CRNs) and structural inhomogeneities in the waveguide geometry (e.g. core

ellipticity) [76]. The terminology for scattering processes has not always been used

consistently [77]. Inelastic scattering processes, which shift the scattered wavelength

by negative (Stokes shift) and positive (anti–Stokes shift) offsets, involve a Doppler–

shifting propagating wave. For Raman scattering, phonons at optical frequencies

provide this propagating wave, and for Brillouin scattering phonons at acoustic

frequencies provide the propagating wave.

Molten glass contains local inhomogeneities due to material transport arising

from convection. These local inhomogeneities contain temperature and density29,

(∆T,∆ρ), fluctuations which attempt to homogenise with a relaxation time which

26Randomly oriented molecules statistically have a spherical symmetry.
27The symmetry for a cylindrical waveguide, i.e. with degenerate propagation modes is, in

Schoenflies and (Hermann–Mauguin) notations, C∞v,
(

∞

m m†
)

. With birefringence, the modes are
no longer degenerate, and the symmetry reduces to C2v, (mm2) [69–72]. C, Cyclic, denotes a
proper rotation axis, (m denotes a mirror plane).

28Materials showing a high binding energy show small thermal expansion [73].
29Any independent thermodynamic variables may be substituted as appropriate, e.g. tempera-

ture and pressure, or temperature and volume [78].
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is a function of the temperature30. The concept of a fictive temperature, Tf , is

introduced to model the glass melt system’s structural relaxation time [61, 79]. Tf

is the temperature31 at which the relaxation time for the fluctuations becomes very

large, and decreasing the temperature below Tf has no appreciable effect on changing

the rate of structural relaxation. The fluctuations are frozen into the glass. Tf and

Tg are not necessarily the same value [61].

These fluctuations (∆T,∆ρ) result in frozen in fluctuations in the electric sus-

ceptibility [78, 80]

∆χ
e
(r, t) =

(

∂χ
e

∂ρ

)

T0

[∆ρ(r, t)] +

(

∂χ
e

∂T

)

ρ0

[∆T (r, t)] (2.35)

where ∆ρ(r, t) are local changes in density at constant temperature, and ∆T (r, t)

are local changes in temperature at constant density.

Optical fibres are manufactured to high tolerances to keep the waveguide geom-

etry as close to uniform as possible, typically exceeding limits specified in ITU–T

Recommendation G.652. However, small material density fluctuations and impuri-

ties occur [81], in addition to minor geometry fluctuations. These fluctuations arise

from density fluctuations (inhomogeneities) that were in thermal equilibrium at the

glass transition temperature, and were frozen into the fibre as it cooled [82, 83].

Over long distances, the integrated effect of all the minor fluctuations can be-

come non–negligible. The scattering ‘particles’ may be actual particles, such as

molecules, or scattering may occur due to fluctuations, such as density or waveg-

uide geometry changes which will be dimensionally larger than molecules, such as

network structures.

Scattering particles that are dimensionally small in comparison to the wavelength

of light, kd≪ 1, are termed Rayleigh scatterers, i.e. the incident light at wavenumber

k = 2π/λ, does not match any resonance or fluorescence conditions [84] of the

scattering particles, of size d, such as the molecules in the core [85].

Rayleigh scattering is the fundamental limiting process for fibre transmission of

signals, as it is inherent in the molecular nature of the constituent glass, which is

shown in figure 2.4. The improvements in manufacture of fibres have reduced the

losses in the 1550 nm region to near the Rayleigh scattering limit [85].

As kd ≪ 1, the particle’s shape is not considered important. Scatterer particles

for which (kd × ∆n) ≪ 1, where ∆n is the refractive index difference between

30The Rayleigh scattering in a fibre therefore depends upon the fibre’s thermal history. By
extension, subsections of a fibre with different thermal histories will have different magnitudes of
scattering.

31The glass has a distribution of relaxation times for the system as a whole, so a single Tf is an
approximation [79]. Also, unlike the temperature, Tf relates to an extensive variable [61].
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Figure 2.4: Attenuation spectrum for Corning SMF–28e and LEAF fibres32.
The peaks about ∼ 1380 nm are OH absorption peaks.

the scatterer and fibre core, are termed Rayleigh–Gans 33 scatterers. This product

allows for larger ‘tenuous particles’ [86] of negligible refractive index change to cause

Rayleigh scattering. Small refractive index fluctuations, or small–scale extended

geometry variations along a length of fibre, appear as a distribution of equivalent

‘tenuous particles’.

Both Rayleigh scattering and Rayleigh–Gans scattering are elastic scattering

processes (i.e. there is no change in optical frequency) involving independent scat-

terers. No systematic structural arrangement of the scatterers is presumed. The

scattering can therefore have a randomising effect on the scattered light’s polarisa-

tion and phase. Multiple scattering is discounted theoretically here34. Additionally,

the scatterers are presumed to be wide–sense stationary, as discussed in appendix

B.1 (page V.II B-1). Each scattering occurrence that propagates in the fibre will

add random phase noise to the original signal [87].

The phase noise is an extensive parameter. As a signal traverses the fibre, the

refractive index deviations can be considered as perturbations , ∆n co, in the averaged

refractive index

n s(r) = 〈n co〉 + ∆n co(r) (2.36)

with the scattering fluctuations distribution given by the correlation relationship [87]

〈∆n co(r 1)∆n co(r 2)〉 =
〈

∆n2
co(r)

〉

e
− |r 1−r 2|

Lcoh (2.37)

32After Corning SMF-28e+ optical fiber with NexCor Technology product information, Corning
Inc. (http://www.corning.com/WorkArea/showcontent.aspx?id=27659)
and Corning LEAF Optical fiber product information, Corning Inc.
(http://www.corning.com/docs/opticalfiber/pi1107.pdf).

33Or Rayleigh–Gans–Born scatterers [86]
34This may be justified by the quantity of light being multiply scattered being much lower than

for single scattering, and that the randomising effect on the phase angle will be wrapped back into
(−π, π].
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where ∆n co(r) = n co(r) − 〈n co〉, and Lcoh is the coherence length of the refractive

index fluctuations [88]. As the value of 〈∆n2(r)〉 ≪ 1 the correlation can be rewritten

as delta function correlated [89]

〈∆n(r 1)∆n(r 2)〉 = Dflδ(r 1 − r 2) (2.38)

where Dfl is a constant characterising the magnitude of ∆n co(r).

As the scattered radiation arises from a perturbation of n co, the wave guiding

solutions apply35. The scattered radiation will therefore couple to core and cladding

modes depending upon the phase matching condition the radiation meets. The

scattered radiation in the cladding modes is lost36, i.e. attenuated as e−αscL, where

αsc is the loss coefficient.

In the absence of any other type of attenuation, Rayleigh scattering provides

a minimum attenuation during signal transmission [82, 85]. As an extensive effect

the captured signal intensity needs to be greater than the total Rayleigh scattering

losses and co–propagating scattered light.

The impact of Rayleigh scattering on remote and distributed sensing is in limiting

distances without increasing the incident intensity (and potentially introducing non–

linear effects) or signal amplification at regular intervals along the transmission

length (which will also amplify the Rayleigh scattered noise).

The total phase shift accumulated by radiation traversing a length L of the fibre

is [89]

Φ tot(L) = Φ(L) + ∆Φ(L)

⇒ 2π
λ

∫ L

0
n s(r)dr = 2π

λ
〈n co〉L + 2π

λ

∫ L

0
∆n co(r)dr

(2.39)

The perturbation of the phase is a random walk with mean square

〈∆n co(r)
2〉 =

(

2π
λ

)2 s L

0
〈∆n co(r 1)∆n co(r 2)〉dr 1dr 2

= Dfl

(

2π
λ

)2
L ≡ 2L

L coh

(2.40)

where L coh is the coherence length37 for the accumulated random phases equal to

2π2 [89], as illustrated in figure 2.5.

The refractive index fluctuation consists of many independent random fluctu-

ations, and so will be Gaussian distributed [89]. Using the Gaussian probability

35The perturbation method is used to model the FBG using a periodic modulation (appendix
f§G.2.2 (page V.II G-5)). The perturbation here is randomly distributed and individually of much
smaller magnitude.

36Neglecting that small fraction of the cladding modes coupled back into a core mode, which
just adds to the core mode phase noise.

37The coherence length is, be definition, a scalar quantity. However, the coherence length need
not be the same under anisotropy along the orthogonal axes. Thus, it is conveniently represented
as a vectorial quantity with the understanding that it be taken as the scalar length for the EM
beam component along the corresponding axis.
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Figure 2.5: Incident light, Einc(r), forward (blue) and backward (red) scattered
by refractive index fluctuation scatterers. The length Lcoh is characteristic of
the fibre, and is the length over which the phase undergoes a random walk of
2π2 radians.

function the phase noise fluctuation can be written as [89]

〈ei∆Φ〉 = e
− L

L coh (2.41)

There exists the possibility of Double Rayleigh backscattering [90], where the scat-

tered light experiences further scattering, reversing the direction again. Double

scattering will be a weak contribution to phase noise. This does not violate the

single–scattering condition, as the second scattering is assumed to be in the far–

field, i.e independent, rather than multiply scattered in the near–field. The removal

of Rayleigh scattering originating phase–noise can allow previously undetectable

signals to be effectively demodulated, as discussed in chapter 6.

2.2.3 Physical (optical) properties

The internal geometry of materials determines the physical properties of the material

[91]. The linear responses are first order responses, which are encountered in this

work. The linear reversible relationship between physical properties38 is illustrated

in figure 2.6 using an extended Heckmann diagram [7, 66, 92, 93]39. The variables

in figure 2.6 are defined in table 2.1 (page V.I - 35). The outer pyramid contains

intensive parameters and the inner pyramid the extensive parameters.

For clarity, not all connections are shown, and a similar diagram may be con-

structed for transport phenomena such as electric field, temperature gradient and

concentration gradient [66]. The omitted connections are shown in figure 2.7 (page

38A physical property is defined as a relationship between two measured quantities [68].
39The Heckmann diagram relates the intensive parameters T , E and σ to their respective exten-

sive parameters and to the other extensive and intensive parameters. The product of an intensive
parameter and its associated extensive parameter is homogeneous to an energy [94]. The Heckmann
diagram is extended by adding magnetic phenomena [66].
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Figure 2.6: Linear inter–relationships of Electric field, E, Magnetic
field, H, Stress, σ, and Temperature, T , on an extended Heckmann
diagram, after figures 1.1 and 1.2 of [66].Table 2.1 (page V.I - 35)
contains the legend for clarity.

V.I - 34), with the names and tensor rank included. The linear relationships between

intensive and extensive parameters may be summarised by the following matrix [94]
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(2.42)

where each element of the matrix and vectors is the sub–matrix of the appropriate

tensor.

The physical properties may be represented as tensors40, which in turn may be

40Tensors do not depend upon the reference frame (co–ordinate system) used [7,95], whereas the
scalar components do. The distinction between a matrix and tensor is that the tensor components
may be rearranged into another matrix which is no longer a tensor, such as in contracted [96] or
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Figure 2.7: Linear cross–coupled relationships of Electric field, E,
Magnetic field, H, Stress, σ, and Temperature, T , from the ex-
tended Heckmann diagram of figure 2.6.
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Variable Name Rank

λ
σε

(

c
σε
, s

εσ

)

Elasticity (stiffness, compliance) {4}
E Electric Field {1}
χ

e
Electric Susceptibility {2}

S Entropy {0}
M Magnetisation {1}
χ

em, me
Magnetoelectricity(χ

em
is not necessarily equal to χ

me
) {2}

H Magnetic Field {1}
χ

m
Magnetic Susceptibility {2}

e
E

Piezoelectricity {3}
q

M
Piezomagnetism {3}

P Polarisation {1}
Π Electrothermal effects {1}
βm Magnetothermal effects {1}
cV, p Specific heat (fixed volume, V , or fixed pressure, p) {0}
εσ Strain {2}
σ Stress {2}
T Temperature {0}
−f

T
Thermal pressure {2}

f
T

Heat of deformation {2}
αT Thermal expansion {2}

Table 2.1: Legend for variables in figure 2.6 (page V.I - 33).

represented as matrices. Temperature, T , is a rank zero tensor, or scalar quantity.

The already introduced electric field, E, is a rank one tensor or vector quantity. The

stress, σ, is a rank two matrix, or dyadic quantity.

The relationships in the plane defined by the variables T , E and σ are polar

quantities, while the magnetic H and M are axial quantities [66].

In general, the rank of the tensor connection between two nodes will be the

sum of the ranks of those nodes41. For example, when the second rank dielectric

constant, ε = ε0

(

I + χ
e

)

from equation (A.5a) (page V.II A-2), interacts with an

applied electric field, E, the relationship is termed the reciprocal dielectric constant

or impermeability [7]

B ε = ε−1 = r E (2.43)

or

Voigt notation [7].
41The rank denotes the number of directions (axes) along which measurements of the property

need to be made. The axes may not align, and so are counted separately [68].
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B ε = ε−1 = f P (2.44)

where r and f are the linear electro–optic, photoelastic or the Pockels tensors in

terms of E or P, respectively. Similarly, the polarisation, P is related to stress, σ

by the third rank piezoelectric stress tensor or the direct piezoelectric effect [7].

Examples of a fourth rank tensor are: the elastic stiffness tensor42, λ
σε

, relating

σ to ε σ; and the photoelastic, elasto–optic or strain–optic tensor, p
Bεσ

, relating B ε

to ε σ [7].

The number of components of the various physical properties and their relations

will scale as dn, where d is the number of dimensions and n is the rank of the ma-

trix describing that physical property. p
Bεσ

will therefore have 81 elements. At

macroscopic scales, the properties may be grouped as point groups [7, 70]. Using

Neumann’s principle43, the symmetry of the system, such as the crystal planes of

a crystal or cylindrical symmetry of a fibre, will reduce the number of independent

components, i.e. degrees of freedom. Additionally, physical restrictions of the prop-

erty can further reduce independent components by increasing symmetry, such as

for thermal expansion, αTεσ
, which is a symmetric tensor, i.e. αTεσ ij = αTεσ ji [7].

This results in six independent components rather than nine. The higher the sym-

metry of the system, the less independent non–zero components that remain. Point

group transformations leave tensor components unchanged, preserving the reduced

number of independent components.

The nodes of the intensive and extensive pyramids of figure 2.6 (page V.I -

33) are termed the thermodynamic co–ordinates describing the material [7]. For

non–magnetic materials, there are twenty thermodynamic co–ordinates. The ten-

sor connections between extensive nodes and their associated intensive nodes are

calculated via the first law of thermodynamics44 [7, 97]

dU = dQ+ dW = TdS + E • dD + σ • dεσ (2.45)

where dU is the change in internal energy per unit volume, dQ is the heat received

by a unit volume, i.e. TdS, and dW is the work done by that unit volume, i.e.

E • dD + σ • dε σ.

When cross–coupling occurs between T , E and σ, the Gibbs free energy equation

42Also denoted as c σε [7].

43Which implies that no physical property can ever be of lower symmetry than that of the
material [7].

44The product of an extensive parameter and its associated intensive parameter has the dimen-
sions of energy [94]. This is not the case for the relationships illustrated in figure 2.7 (page V.I -
34).
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[7, 98, 99],

Gb

(

T,E,σ
)

= U − TS −E • dD − σ • dεσ (2.46)

is used to define the relationships.

Differentiating (2.46) and substituting equation (2.45) gives

dGb = −SdT − ε σdσ −DdE (2.47)

from which, and by fixing the other two variables, we get [92, 99]

S = −
(

∂Gb

∂T

)

σ,E

(2.48a)

D = −
(

∂Gb

∂E

)

σ,T

(2.48b)

ε σ = −
(

∂Gb

∂σ

)

T,E

(2.48c)

The physical constants represented in figures 2.6 (page V.I - 33) and 2.7 (page

V.I - 34) are defined by taking the appropriate second order derivative of equations

(2.48), e.g.

α
∣

∣

E
= −

(

∂2Gb

∂T∂ε σ

)

E

Thermal expansion effect (2.49a)

p
Bεσ

∣

∣

∣

∣

T

= −
(

∂2Gb

∂B ε∂ε σ

)

T

Elasto–optic effect (2.49b)

The direct and converse relationships can be obtained by reversing the order of

differentiation [99]. When the order of differentiation doesn’t matter the variables

required to characterise the system are reduced by this increase in symmetry [7].

Measurements at optical frequencies are effectively clamped (constant strain)

and adiabatic (constant entropy) as the thermal and elastic relaxation times are

much longer than the optical period ∼ 10−14 s [7].

2.2.4 Stress{2} and Strain{2}45

Stress, σ, is a distributed force acting on an internal or external surface of an

object [100], and is an intensive property. Pressure is an example of compressive

stress. Strain, εσ, is a material dependent response to the stress, and is an extensive

property.

In the material’s linear regime, the dependence is provided by the modulus of

45The section titles are using the rank notation from table 2.1 (page V.I - 35).
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Figure 2.8: Stresses acting on three
orthogonal surfaces (after figure 2.4 of
[100], and figure 5.1 of [101]).

Figure 2.9: Shear deformation of one
surface (after figure 2.7 of [100]).

elasticity or Young’s modulus, and by Poisson’s ratio, as in figure 2.6 (page V.I -

33).

The stress tensor for an object, as in figure 2.8, is (in an arbitrary Cartesian

co–ordinate system)

σ =







σxx τxy τxz

τyx σyy τyz

τzx τzy σzz






(2.50)

where σii is the normal stress acting along the surface normal i, or

σii =
dFii

dAi

i = x, y, z (2.51)

and τxy is the tangential or shear stress from a force about x upon co–ordinate y,

τij =
dFij

dAi

i, j = x, y, z; i 6= j (2.52)

dFii and dFij are, respectively, the normal force perpendicular to and tangential to

infinitesimal area dAi. For clarity of presentation the repeated index of on–diagonal

elements is reduced to σi.

For most materials τij = τji and, by symmetry, six independent variables remain,

σ =







σx τxy τxz

τxy σy τyz

τxz τyz σz






(2.53)

Following from equations (2.51) and (2.52), each σ component has an associated

strain, εσi for normal strains, and γσij for shear strains. A normal strain involves

and extension along the normal’s axis, and a contraction along the remaining axes.
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Figure 2.10: Ellipsoid of the indices, indicatrix, for a uniaxial mate-
rial (after [102,103]). nor and nex are the ordinary and extraordinary
refractive indices, respectively.

Hooke’s law is assumed for basic derivations and so the normal strains are given by

εσx =
1

Eσ

(σx − νσ(σy + σz)) (2.54)

where Eσ is the modulus of elasticity and νσ is Poisson’s ratio. If all the normal

strains, εσ, are known, then the normal stresses can be determined by solving si-

multaneously.

Shear strains involve a change in angles of the shape. The angle ∠BAC in figure

2.9 is changed to ∠B′A′C ′ under shear stress. The shear strains are linearly related

to the shear stress by

γσxy =
τxy

Gσ

(2.55)

where Gσ is the shear modulus, and similarly for γσxy and γσxz.

A linear strain is simply the change in length, δℓz, divided by the unstrained

length, ℓz,

εσz =
δℓz
ℓz

(2.56)

2.2.4.1 Indicatrix{2}

Isotropic materials have no directional variation in their electromagnetic properties,

e.g. n = n, and scalar constitutive parameters link the induction fields D and B to

the primitive fields E and H [104].

Crystals have a material based anisotropy, as the bonds occur in regular direc-
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tions with consistent strengths. The directional dependence of the electromagnetic

properties is expressed in the speed of propagation of the wave as in equation (A.12)

(page V.II A-4), e.g.

nx =
c

vx

=
√
ǫrxµrx ≈ √

ǫrx

For anisotropic materials nx 6= ny, i.e. the material is birefringent.

The arrangement can be represented as an ellipsoid, the indicatrix, as in figure

2.10.

This arises from a generalisation of the polarisation ellipse, figure E.1 (page V.II

E-2), to three–dimensions [105]. This is to account for any of the material axes

not coinciding with the propagation vector of E. The material response induces a

polarisation in the material, as represented in figure 2.6 (page V.I - 33). The response

of the material, the refractive index, is therefore also described by an ellipsoid. A

symmetric tensor, describing the ellipsoid, may be recast so that it is diagonal, by

the suitable choice of co–ordinates [105]. When E is parallel to one of the axes

of the diagonalised tensor two non–zero terms are left. Thus, these terms can be

represented as a vector, i.e. n → n, which is the form used in this work.

The equation of the ellipsoid46 is

x2

n2
xx

+
y2

n2
yy

+
z2

n2
zz

+
2xy2

n2
xy

+
2yz2

n2
yz

+
2xz2

n2
xz

= 1 (2.57)

and in the eigen–reference system of the medium OXYZ, this reduces to

X2

n2
XX

+
Y 2

n2
Y Y

+
Z2

n2
ZZ

= 1 (2.58)

where nXX , nY Y and nZZ are the principal refractive indices, in the directions shown

in figure 2.8 (page V.I - 38).

A polarisation retarder (waveplate) introduces a relative phase shift between

the orthogonal components of the electromagnetic radiation, as illustrated in figure

2.11. The retarder is a birefringent optical element with the relative phase shift

given by [108]

∆ΦB =
2π

λ
(nex − nor) d (2.59)

and is inversely proportional to wavelength, and n or and n ex, are the ordinary and

extraordinary refractive indices, respectively. If the term (nex − nor) was directly

proportional to wavelength then the two terms could be designed to cancel the

46The fractions in equation (2.57) (page V.I - 40) are the components of the tensor B ε =
(

ε r

)

−1

,

from the relation E = ε−1
0

(

ε r

)

−1

D, equation (2.43) (page V.I - 35), using the inverse of equation

(A.5a) (page V.II A-2) [103,106,107].
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Figure 2.11: Retardation plate delaying E ′
y with respect to E ′

x

by ∆ΦB.

wavelength dependence, producing an achromatic retarder. This does not occur

in practice and approximately achromatic retarders are possible by combining dif-

ferent materials [108]. Typically, an elliptically polarised beam is converted to an

elliptically polarised beam of different ellipticity47.

Two readily commercially available retarders are the quarter– and half–waveplates,

with ∆ΦB = π
2

and π, respectively. Linearly polarised light at π
4

to the birefringent

axes of a quarter–waveplate will result in circularly polarised light. Linearly po-

larised light at π
4

to the birefringent axes of a half–waveplate will result in linearly

polarised light in the orthogonal direction.

2.2.4.2 Photoelasticity{4}

The effect of the stress field on certain optical media is termed the photoelastic or

strain–optic effect, p
Bεσ

[7,109]. This is the introduction or alteration of the optical

polarisation properties, which are wavelength dependent [110]. In the presence of

the strain field, εσ, an isotropic medium may become anisotropic, and so the orthog-

onal components of propagating electromagnetic radiation separate by the different

refractive indices, n or and n ex.

Elastic stress induces linear anisotropy, whereas torque elastic stress induces

circular anisotropy. Taking the case of linear anisotropy in an initially isotropic

medium, the optical axes will coincide with the applied stress.

Using the coefficients 1/n2
ij of the ellipsoid equation (2.57) gives

1

n2
ij

=
1

n2
ij

∣

∣

∣

∣

∣

[σ]=0

+ ∆

[

1

n2
ij

]

(2.60)

47Due to elliptically polarised beams having a greater probability of occurring.
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where ∆
[

1
n2

ij

]

is a function of the applied stress field, σ. A first order expansion as

a function of the stress tensor is usually sufficient [111]. Using Einstein’s summation

convention on repeated indices gives

∆

[

1

n2
ij

]

= qijklσkl (2.61)

where q
Bεσ

is the fourth rank piezo–optical tensor, which modifies the refractive

indices nij [7, 109]. From Hooke’s law σ induces ε σ, and equation (2.61) can be

rewritten as:

∆

[

1

n2
ij

]

= pBεσ ijmnεσmn (2.62)

where p
Bεσ

is the photoelastic tensor related to the piezo–optical tensor q
Bεσ

and to the elastic stiffness tensor λ
σε

by

p
Bεσ

= q
Bεσ

λ
σε

(2.63)

Symmetry can reduce the independent components that need to be determined.

The strain-optical effects of a given stress or strain can be calculated if the material

properties are known. However, a complicating factor is that a given stress field

may not produce the same strain instantaneously in different materials, or along

different axes of anisotropic materials. This has been called creep [112], although

the categorisation of creep varies, it can variously be a superset of or subset of

strain relaxation depending upon the definition [113,114]. The eventual magnitude

of creep can exceed the elastic limit of materials [115].

Different types of elastic creep are recognised. Primary creep is a reversible

change, and is a retarded elastic effect [7]. Steady–state creep is a highly temperature

dependent creep, where the viscosity of the creeping material, ηcreep exhibits a power

law relation to stress [7, 116]

dηcreep

dt
= Aσm ∼ e

− Ec

kBT (2.64)

where A and m are material constants, Ec is an activation energy and kB is Boltz-

mann’s constant.

The effect of creep is to change the strain after the original impulse has reached

steady–state. This might present itself as a hysteresis effect or a limitation on

the interval in which the sensor can accurately measure the impulse. Typically

a transducer would be chosen so that its material properties would have a good

response time with respect to the detection time of a single datum. Changes in

temperature may alter the rate of strain relaxation/creep.
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2.2.4.3 Stress/strain transfer to the fibre from surrounding material

A fibre embedded into a material matrix or surface mounted onto the material will

retain some form of a protective coating over the cladding to maintain as much of

the mechanical strength and environmental protection as possible. A measurand in

the material must therefore transfer through the material to the sensor, through any

bonding material, through the fibre’s protective coating and through the cladding

to the core, where the signal is eventually modulated by the measurand.

A measurand transfer tensor for each material encountered is therefore required

between the sensor and measurand, e.g. the modulation of ∆D by σ would be

∆D = e
σ → d

(

m
∏

i=1

X
i

)

σ (2.65)

where e
σ → d

is the direct piezoelectric effect, andX
i
are the stress transfer matrices

between the various materials.

2.2.4.4 Stress/strain effect on signal phase

A fibre under an applied stress will have three orthogonal contributions given in

equation (2.53) (page V.I - 38). The stress field induced in the fibre, equation

(2.65), can be decomposed into orthogonal transverse and longitudinal changes in

the fibre [117]. The refractive index changes can be described by the indicatrix, and

physical dimensional changes by compression or extension.

From [118], the phase shifts obtained by the orthogonal components traversing

a path L of fibre under axial stress is given by

Φ =

∫

L

β r dz (2.66)

where r = (r, φ, z) is the geometry vector describing the fibre core along path L(z),

and β is the propagation vector. The change in the phase shift for an applied strain,

under constant temperature, is

∆Φ εσ
=

∫

L

∆ε σ κ εσ
dz (2.67)

where, to a first order approximation,

κ εσ
=

[

r
∂β

∂ε σ

+ β
∂r

∂ε σ

]

∆T=0

(2.68)
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is the strain sensitivity.

The first term incorporates the photoelasticity, and the second term the exten-

sion. The case for axial strain has been given by [119], where |r| is the length L.

The more general case of a curved path and/or non–axial strain, i.e. where the

off–diagonal terms from equation (2.53) (page V.I - 38) contribute to the strain in-

duced birefringence, has been given by [117]. In this case, z would be defined as the

positional vector in the global space of the system.

2.2.5 Temperature{0}

Temperature is a thermodynamic property of a system or part of a system. Heat,

the flux of thermal energy, flows from hotter to colder regions or objects until both

are in thermal equilibrium, i.e. at the same temperature [120].

Temperature is a scalar property, and so may be represented by a scalar field.

Heat flux, q, is given by Fourier’s law describing the macroscopic theory of conduc-

tion as [121]

q = −k T∇T (2.69)

where kT is the thermal conductivity48, and T is the system’s temperature. Temper-

ature change, ∇T , is a vector quantity due to the presence of the gradient operator.

Heat transfer occurs by two methods, conduction and radiation. Convection

is material transfer, or fluid motion, as opposed to energy transfer. It is better

to use the term ‘heat transfer with convection’ [122], as, even within a fluid, the

mechanisms of heat transfer are still only conduction and radiation49.

Radiative transfer follows a process which may be described as electromagnetic

energy transfer. The flux, or emissive power, for an ideal radiator describing the

thermal emission is [121]

eb = σSBT
4 (2.70)

where σSB is the Stefan–Boltzmann constant, and not a stress term.

The temperature of an object is a combination of heat transfer in and out of

the object by both processes. In many cases one process may be dominant, and

the behaviour can be adequately described using that process alone. The shape and

material affect the flux of heat within and into and out of an object.

48The thermal conductivity is a function of the temperature and transport materials of the fibre,
and so may not be, in general, a scalar [60]. In isotropic amorphous materials the tensor can be
replaced by a scalar at the scale of wavelengths used here.

49At the temperatures encountered in this work, and over the timescales of typical experiments,
convection within the fibre should be effectively zero. Convection in the air about the fibre may
be an issue and attempts were made to restrict turbulent convection during the experiment setup.
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2.2.5.1 Thermal expansion{2}

When the temperature of a system does not change faster than heat changes can

propagate through to a sensor, the sensor will accurately experience the system

temperature.

Temperature changes can cause physical and chemical changes in a material or

structure, as follows from figures 2.6 (page V.I - 33) and 2.7 (page V.I - 34). The

changes can occur over both short and long timescales. Heating is frequently used

to test the ageing of a material, so long term exposure can lead to premature ageing.

For certain materials, e.g. glasses, temperature can accelerate re–crystallisation.

Optical changes due to temperature effects in materials manifest in two main

effects. The first effect, linking T and ε σ on figure 2.7 (page V.I - 34), is thermal

expansivity50, the expansion or contraction that occurs with changes in temperature

[123]51,

β
T

=
1

V

(

∂V

∂T

)

(2.71a)

α
T i

=
1

Li

(

∂Li

∂T

)

(2.71b)

where β
T

is the volume thermal expansivity and V is the volume of the object or

material; in linear one dimensional equations, α
T i

is the linear expansion coefficient

along axis i, (β
T
∼ 3α

T i
= α

T 1
+ α

T 2
+ α

T 3
[60,124])52 and Li is the length of the

object or material along direction i.

The expansive change in volume may only significantly affect one dimension,

hence the applicability of the linear α
T i

.

2.2.5.2 Thermo–optic effect{2}

Just as stress/strain influences the refractive index, so too does temperature. This

is termed the thermo-optic effect, linking T and the optical indicatrix, B ε, as on

figure 2.7 (page V.I - 34), and is defined as the variation of the refractive index with

the temperature at a constant pressure [125]. By its definition, the thermo–optic

effect has the same symmetry as the dielectric constant.

It may be denoted as

dǫ

dT
= 2n

dn

dT

(

as ǫ = n2
)

(2.72)

In silica, the thermo–optic effect is of the order of 10−5 [126].

50Assuming no phase change occurs over the temperature range in question.
51The distinctions between adiabatic and isobaric circumstances will be ignored. [123]
52Both αT and βT will be scalars for isotropic amorphous materials.

V.I - 45



2.2. CROSS–SENSITIVITY

Figure 2.12: Primary effect (green) and a secondary effect (purple),
or paths, on P, from a stimulus at T .

A material with positive α
T

will have a negative thermo-optic coefficient. This

is a result of the expanded material being less dense, and of lower refractive index.

A positive change in polarisability, P, results in a positive thermo-optic coefficient

[127].

2.2.5.3 Temperature effect on signal phase

The phase shift experienced by a path, L, of fibre experiencing a change in tem-

perature, ∆T (r, t), is given by equation (2.66) (page V.I - 43). Under constant

strain,

∆ΦT =

∫

L

κ T ∆T dz (2.73)

where, to a first order approximation,

κ T =

[

r
∂β

∂T
+ β

∂r

∂T

]

∆εσ=0

(2.74)

is the temperature sensitivity of the length of fibre. The first term incorporates the

thermo–optic effect, and the second term the thermal expansion.

2.2.6 Strain & temperature cross–sensitivity

The linear relationships between the intensive and extensive variables illustrated in

figures 2.6 (page V.I - 33) and 2.7 (page V.I - 34) apparently simplify the effects of
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a stimulus on any given parameter, i.e. the phase shift [118]

∆Φ =

∫

L

[

κ T ∆T + κ εσ
∆ε σ

]

dz (2.75)

For real systems, a stimulus has primary, secondary and tertiary effects via neigh-

bouring nodes, collectively termed cross–sensitivity.

The primary, linear, effect has been discussed thus far, and is the largest contri-

bution to the effect for small values of ∆T and ∆ε σ [118]. However, with a large

enough stimulus or sufficient time, additional paths may contribute to the resultant

change at the other nodes, as illustrated in figure 2.12. A change in T has a direct,

primary effect upon P via the pyroelectric effect. However, the change in T results

in a thermal expansion, αT , which produces an electroelastic, f , effect on P. There

is a similar effect from the other nodes, i.e

dP

dT
=
(

dP

dT

)

primary
+
(

dP

dT

)

secondary
+ . . .

= Π T + f α+ . . .
(2.76)

where only one of the secondary effects is included.

Similarly, a change in σ will have an effect on P via thermal secondary effects.

When the material cannot respond quickly to a sudden impulse along the primary

route, then the secondary routes become relatively more important.

Consequently, the phase shift over path L will, instead of equation (2.75), be [118]

∆ΦT =

∫

L

[(

κ T ∆T + ∆ε σ κ εσ

)

+ κ Tεσ

(

∆εσ ∆T
)

+ . . .
]

dz (2.77)

where, assuming ∆ε σ ∆T = ∆T ∆ε σ, i.e. there is no strain–temperature hysteresis,

κ Tεσ
= κ εσT =

[

∂

∂ε σ

(κ T )

]

εσ=εσ0
,T=T0

(2.78)

2.2.6.1 Ideal and realistic sensing systems

An ideal sensor would measure one measurand only, in a linear fashion. Real sensors,

however, incorporate materials with the previously discussed physical properties

and, hence, their limitations. Every object will have a temperature, T , and so the

material properties will change with ∆T . For strain gauges, the thermal response

will add an unwanted component to the primary ‘real’ strain measurand. This

situation is two unknowns, ε σ and T , in one equation.

The two approaches to overcoming this are to fix one variable, or find another
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relationship to give two equations with two unknowns, allowing them to be solved

simultaneously [118,128,129]. An additional sensor can provide the second relation-

ship (equation).

The ideal response of a two sensor system would be as in figure 2.13(a), where

the measurand responses are linear and orthogonal, thus minimising the coupled

uncertainty, ∆ε∆T , and maximising the possible resolution.

Figure 2.13: Strain–temperature plots for two sensors: (a) the
ideal response and (b) a more realistic response. After [128, 129].

Figure 2.13(b) shows the more realistic linear situation. The two sensors re-

spond differently, X1 and X2, due to their different material properties, but not

orthogonally, resulting in a larger uncertainty, ∆ε∆T , and hence less than ideal

resolution. The greater the difference in material properties responses, κ, the better

the resolution.
(

X1

X2

)

=

(

κ1T κ1ε

κ2T κ2ε

)(

T

ε

)

(2.79)

so that
(

T

ε

)

=
1

κ1Tκ2ε − κ2Tκ1ε

(

κ2ε −κ1ε

κ2T κ1T

)(

X1

X2

)

(2.80)

where κ1T and κ2T are the thermal sensitivities for sensors 1 and 2, κ1ε and κ2ε their

respective strain sensitivities [128].

2.2.7 Magneto–optics: Faraday effect{2} and Faraday rota-

tion

When electromagnetic radiation encounters a material in the presence of a stationary

magnetic field, H stat, the symmetry of the tensor ǫ reduces [130, 131]. The loss of

symmetry is through a supplementary P term introduced by H stat [111].
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Figure 2.14: Optical effects from material in magnetic field. The
Faraday effect rotates the incident (blue) about the axis of prop-
agation, parallel to H stat, upon transmission. The Kerr rotation
effect occurs on reflection. The quadratic Cotton–Mouton effect
dominates in the transverse direction to H stat (green), where the
Faraday effect disappears.

Figure 2.14 schematically shows the three magneto–optical effects. The linear

effects53 are, in transmission, the Faraday effect, and in reflection, the magneto–optic

Kerr effect, when the incident electromagnetic radiation is parallel to H stat. The

quadratic Cotton–Mouton effect occurs when the incident electromagnetic radiation

is perpendicular to H stat, when the linear terms go to zero [130, 132].

In the presence of a magnetic field, Faraday rotation is observed in materials

[132]. The material is said to be gyrotropic [130]. In nonmagnetic materials the

effect is typically weaker than optical activity and natural birefringence.

The Faraday rotation is an extensive, temporal–dispersion based phenomenon,

arising from the electromagnetic wave’s interaction with moving electrical charges.

As H is an axial vector, its effects on the Heckmann diagram, figures 2.6 (page V.I

- 33) and 2.7 (page V.I - 34), will be to introduce a rotation to the transmitted

electromagnetic wave given by [132]

θFR(ω) = V
FR

(ω)ℓN •
∫

ℓ

H stat(z) dz (2.81)

53Those effects can be described as linear due to their comparatively large linear terms, relative
to their quadratic terms [130].
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where θFR is the angle of rotation, V
FR

is the Faraday tensor54, ℓ is the length of

the material through which the radiation traverses, and N is the direction cosine for

the electromagnetic wave normal, k, with respect to H stat. When VFR11 = VFR22 =

VFR33, V
FR

is termed Verdet’s constant [132].

The direction of rotation is reversed upon reflection (direction of propagation),

and so is non–reciprocal, i.e. a double rotation is possible for a given length [130,

132,134]. This effect is used to fabricate bulk and all–fibre isolators and circulators,

in addition to Faraday mirrors.

In the Faraday mirror, a rotation of π
4

is applied to a design wavelength, ω, on

both the incident and reflected paths, rotating an incoming electromagnetic wave

into its orthogonal SOP. The rotation angles for the Faraday mirrors used in this

work deviated linearly from π
2

at 1550 nm by ∼ 0.12◦ per nm.

2.2.8 Structural/wave guiding and material anisotropy

For the perfect cylindrical geometry of section §F.2 (page V.II F-3), the LP01 mode

has two degenerate solutions. These are the orthogonal linear polarisations, LP 01x

and LP 01y [55, 135], respectively.

In practice, an optical fibre is never perfectly cylindrical, and variations occur.

The Heckmann diagram provides a visual method of understanding the generation

of birefringence, and hence polarisation effects that may occur in optical fibres.

The quantities E, H, and σ being tensors, can introduce, modify or remove

anisotropy. Changes in these quantities can be the alteration of any individual com-

ponent, and this can result in the increase, decrease or removal of the anisotropy.

The orthogonal electromagnetic waves are cross–coupled by the off–diagonal ele-

ments of the permittivity tensor, ǫ r, resulting in a continuous variation in the SOP

with propagation [136].

A change in T will not directly produce anisotropy as it is a scalar quantity,

but it may alter the quantities E, H, and σ to produce anisotropy. Thus, indirect

changes in T can produce anisotropy through second order effects.

Coupled–mode theory can be used to describe the effect of twists and other

deviations from the idealised cylindrical geometry [135,137,138]. A brief discussion

of coupled–mode theory is provided in section §G.2.2 (page V.II G-5), where the

FBG is described.

In modern single–mode fibres, the small variations ∆n that arise are typically due

to molecular inhomogeneity and stresses frozen into the fibre at the glass transition.

The effect of random inhomogeneities on a signal has been discussed in §2.2.2.2

(page V.I - 28).

54Derived in [131] and [133].
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The effect of waveguiding inhomogeneities on ∆n can be incorporated using a

perturbation expansion55 of the index [42, 139], e.g.,

{

Et

Ht

}

=

{

Et 0

Ht 0

}

+

∞
∑

j=1

∆nj

{

Et j

Ht j

}

≈
{

Et 0

Ht 0

}

+

{

∆Et 1

∆Ht 1

}

(2.82a)

U = U 0 +

∞
∑

j=1

∆njU j ≈ U 0 + ∆U 1 (2.82b)

which is approximately equivalent to

ǫ r = ǫ r0
+ ∆ǫ r (2.83)

The perturbation removes the degeneracy of the LP01 modes and introduces an

apparent birefringence [45].

Electrical birefringence is thus associated with different propagation constants,

βx and βy for LPx
01 and LPy

01, respectively [45]. The macroscopic parameter describ-

ing the birefringence of a fibre is termed the beat length [45, 140],

LB =
λ

ny − nx

=
2π

βy − βx

=
λ1λ2

λ2 − λ1

(2.84)

LB describes the distance at which the SOP rotates to the same value. The final

fraction in equation (2.84) gives the beat length in terms of two wavelengths, λ1 and

λ2. As the beat length gives the same SOP, the mutual interference of λ1 and λ2

will change periodically with LB.

The waveguide birefringence56, Bf -s, is defined as [76, 140]

Bf -s = βf − βs =
ω

c
(nf − ns) (2.85)

where f and s refer to the different orthogonal axes which are termed fast and slow

depending upon the relative modal group velocities, v gx
6= v gy

. Sources of induced

birefringence, Bind, can include lateral pressure, bending, twisting, external electric

and magnetic fields and nonlinear optical fields [142].

Three cases are observed [135],

1. |Bind| ≪ |Bf -s|

2. |Bind| ≈ |Bf -s|

3. |Bind| ≫ |Bf -s|
55As discussed in appendix §G.2.1 (page V.II G-3).
56The birefringence induced dispersion ranges from 0.1 to 1 ps/km1/2 [141].
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In the first case the waveguide birefringence dominates and the birefringence can

be described effectively using the linear Bf -s. In the second case the induced and

waveguide birefringence are of similar magnitude and Bind is added to the linear

birefringence Bf -s. In the last case the waveguide birefringence is neglected and the

induced birefringence dominates. Two potentially useful, but frequently unavoidable

sources of induced birefringence are now discussed.

2.2.8.1 Twisting–induced (torsion) birefringence

The rotation θt caused by a twist t along z, illustrated in figure 2.15(b), is given

as [135],

θt = tz (2.86)

This induces an elastic deformation which induces the dielectric perturbation [45]

∆ǫ r =







0 p44n
4
0yty 0

−p44n
4
0yty 0 p44n

4
0xtx

0 −p44n
4
0xtx 0






(2.87)

where p44 is an element of the reduced notation matrix version of p
Bεσ

.

The weakly guided mode coupling integrals are zero except for the m 6= q terms

which couple Ez m
(z) → Et q

(r) and Et m
(r) → Ez q

(z)57. The coupling coefficients

are complex [143] and so a length, L, of twisted fibre acts as a rotator or fractional

waveplate of angle

θt = p44∆n
4
0tL (2.88)

The change in SOP introduced by twisting a fibre is used in chapter 5 where an

FC/APC connector is rotated, thus twisting the fibre, and producing different SOPs

for use in the experiment.

Any birefringent optical element that maintains the orthogonal components as a

beam may be considered as a retarder of some degree. If the orthogonal components

are not maintained as a beam the optical element is a polariser.

2.2.8.2 Bending–induced birefringence

Induced birefringence is described by a perturbation of the refractive index of the

ideal fibre [45]. The effect of the perturbation is incorporated by using coupled–mode

theory. The birefringence introduced by a bend, as illustrated in figure 2.15(c), is

57If the guided wave was strictly transverse, i.e. Et(r) only, there would be no coupling, and
hence no induced birefringence [45].
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Figure 2.15: Induced strain by bending a fibre: (a) The straight fibre, as used
in §F.2 (page V.II F-3), with the fibre (dashed) and neutral (red) strain axis co–
linear, and with orthogonal refractive indices: n0x and n0y; (b) the fibre twisted
through an angle θ about the fibre axis, rotates orthogonal axes x and y to x′

and y′; (c) the curved fibre (of radius R) with the neutral strain axis shifted
radially outwards in the azimuthal direction defined by the plane containing
both axes. (a) and (c) after figure VI.21 of [45], (b) after figure 1(a) [135].
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given by [45]:

Bf -s = ny − nx = C

[

1

2

r2

R2
+ 2εσ

r

R

]

(2.89)

and

C = 1
2
n3

0 (p11 − p12) (1 + νσ) (2.90)

where n0 is the mean refractive index of the fibre, p11 and p12 are the components

of the photoelastic matrix, νσ is Poisson’s coefficient, r is the diameter of the fibre

and R is the radius of curvature of the fibre.

The first term in equation (2.89) relates to the bending, and the second relates

to bending under an applied stress, F .

The induced birefringence in fibre loops was employed by Lefèvre to produce

a SOP controller [144]. The total birefringence is an extensive effect, so a suitable

length of fibre with enough loops can rotate the SOP by introducing the appropriate

phase shift between orthogonal components.

Fibre birefringence can thus arise from the material or the geometry, separately

or in combination.

2.2.8.3 Induced birefringence application

Figure 2.16: Three fibre loop Lefèvre polarisation controller.
The QWP, HWP and QWP loops are placed at angles θQWP1,
θHWP and θQWP2. to achieve the desired change in SOP from E

to E′. After figure 9.71 [145], and figure 3(b) [144].

The twist– and bend–induced birefringence in curved fibre has been exploited

by Lefèvre to produce an all–fibre polarisation controller [144, 146]. The fibre loop

arrangement is shown figuratively in figure 2.16. The HWP and QWP58 are con-

58The half–waveplate and quarter–waveplate introduce a phase shift of
π

2
and

π

4
, respectively,

in one of the orthogonal SOP components, with respect to the other compnent.
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structed by M windings of fibre in loops of radius R (from figure 2.15) to give a

phase delay of λ
2

or λ
4
, respectively, using [144]

|Bf -s|2πMR(m,M) =
λ

m
(2.91)

where

Bf -s = −a
( r

R

)2

(2.92)

and

R(m,M) =
2πar2

λ
Mm (2.93)

where m = 2 and 4 for the HWP and QWP, respectively.

Taking as an example the HWP, when the HWP waveplate loop is rotated at an

angle θHWP, the fibre sections AB and BC are twisted in opposite directions giving a

behaviour analogous to a classical fractional waveplate [144]. For the loop between

B and B, an incident SOP is rotated by

θHWP = 2(1 − αt)θt HWP
(2.94)

where θHWP is the rotation experienced by the SOP, θt HWP
is the angle through

which the coil is rotated, and αt is the coefficient of twist effect for any doped silica

single–mode fibre [144]. A rotation through θt HWP
= ±48.6◦ will produce a rotation

of θHWP = ±π
2

[144]. The same rotations occur for QWPs 1 and 2. The three

waveplate combination covers the full Poincaré sphere [145].

2.2.8.4 Polarisation Maintaining Fibre

Polarisation maintaining fibres, PMF, or high birefringence, HiBi, fibres are specifi-

cally designed to have a large value of Bf -s, BPMF, so as to increase LB. The aim of

PMF is to “faithfully preserve and transmit” any SOP launched into the fibre, even

under environmental perturbations [147]. PMF fibre satisfies the first case listed in

§2.2.8 (page V.I - 50), |Bind| ≪ |Bf -s|. Under bending or twisting the polarisation

axes simply follow the bend or twist, without introducing significant Bind.

Conventional single–mode fibre’s degenerate LP01 modes facilitate transmission

of power, or cross–coupling, between the orthogonal modes. This cross–coupling

may occur at any perturbation in the fibre, and thus the SOP of a signal may be

altered by transmission.

By introducing anisotropy through azimuthally varying cores or controlled uni-

axial stress, the degenerate LP01 modes can be isolated from each other, preventing

cross–coupling [147].
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Figure 2.17: PMF types: Bow–tie, PANDA and elliptical jacket. After figure
8.7 [147].

The PMF may be characterised by a Jones matrix [45]

JPMF =
iη

B

2

(

1 0

0 −1

)

(2.95)

where η
B

is the birefringence per unit length.

PM fibres are used in Lyot depolarisers, by concatenating two lengths of PMF

oriented at π/4 to each other. The fibre Lyot is discussed further in §5.2.1.1 (page

V.I - 219).

2.2.8.5 Polarisation Dependent Loss

A limiting factor for signal transmission in fibres is the attenuation experienced by

a signal over the transmission length of the fibre. The attenuation experienced by a

guided mode is polarisation dependent, as the different modes experience different

rates of attenuation. This phenomenon is termed polarisation dependent loss, PDL

[148]. A closely related phenomenon in gain media is polarisation dependent gain,

PDG.

PDL is defined as [148]

PDL = 10 log10

(

Imax

Imin

)

dB (2.96)

where Imax is the maximum signal transmitted, and Imin is the minimum signal

transmitted, for all possible SOPs. Apart from the loss in signal strength, PDL can

repolarise a signal by attenuating one mode significantly. The PDL of the fibre acts
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as a partial polariser and waveplate, and can be represented as [148]

JPDL =

(

pxe
−iφx 0

0 pye
−iφy

)

0 ≤ px, py ≤ 1 (2.97)

where px and py are polarisation dependent absorption parameters, and φx and φy

are the phase retardances, in x and y, respectively.

2.2.9 Optical fibre sensing

Phase is the parameter most readily modulated by the environment. Under bire-

fringent conditions phase changes will produce SOP changes [149].

The environmental sensitivity of optical fibres has suggested sensing application

since the 1960s [150]. This may be through the modulation of the fibre’s transmission

characteristics: the fibre modes (i.e. phase and frequency), transmitted intensity or

SOP. Temperature changes, bending and compression produced significant changes

to the propagating signal, which spurred technological improvements to mitigate

these effects for communications applications. The result is a range of fibres with

different relative sensitivities to various measurands [151].

The advantages of optical fibre sensing include [41]:

• The dielectric materials of the fibre are generally chemically inert, making the

sensor chemically and electrically passive. This makes them suitable for chem-

ically corrosive, explosive [152] and electromagnetically noisy environments.

Similarly, they can be used in biological/medical applications.

• High temperature operation as a result of silica’s high melting point; dopants

can alter the melting point.

• Small, lightweight sensors can be manufactured from the fibres.

• Kilometre scale transmission distances facilitate remote and distributed sens-

ing.

• Amenable to interferometric interrogation, allowing high resolution.

• Easy multiplexing of sensors along the fibre.

There are two main disadvantages [41]:

• Cross–sensitivity to multiple measurands, such as temperature and strains/pres-

sures.

• Cost of total sensor system (sources, fibre and demodulation equipment) can

exceed one or more alternative technologies.
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An optical fibre sensor uses the whole, or part of, the fibre as sensor, which

transduces information from the environmental measurand into an optical signal, as

opposed to a transmission fibre, which merely transmits the information from the

source, or to the sensor [153].

Fibre sensors may be classified according to theory [153] as

• Measurand (e.g. strain, temperature).

• Method(s) of transduction (e.g. strain–optic effect, physical extension, thermo–

optic effect, etc.).

• Spatial extent (e.g. distributed sensing, multi–point or point sensing).

• Interface level (the level at which the information is available to the user).

Examples of measurands, and how they may be measured, are listed in section

7.1 and Annex A of [153], respectively. Sensor configurations exploiting the long

distance capability can be grouped into spatially based categories:

• Distributed sensing: The whole, or part, of the length of fibre acts as the

sensor. In the case where part of the fibre acts as the sensor, the remainder

is not subject to environmental changes, or these changes can be selectively

ignored. Integration of the measurand over a length of the sensing fibre is a

feature of distributed sensing [154–156].

Time and frequency domain reflectivity approaches allow for a degree of lo-

calisation of the measurand. Changes to the fibre are observed, e.g. using

Rayleigh, Brillouin or Raman scattering of the light, along the fibre. As the

fibre changes under the measurand, the scattered light will be modified.

The relative ease of distributed sensing is a strength of fibre sensing [157].

Examples of sensing applications are the monitoring of oil wells, bridges,

pipelines, dams and dykes where temperature changes will dissipate and are

unlikely to stay highly localised [158–162].

• Point/Quasi–distributed sensing: Localised or point sensors are placed in the

fibre at desired locations [154, 163]. The fibre is ideally insensitive between

the point sensors. FBGs and Fabry–Perót sensors having unique free–spectral

ranges allow for continuous sensing, and finer localisation than distributed

sensing, but will not indicate any changes outside of their area of influence.

An example is the monitoring of a pipeline, where connections between pipe

sections are of interest.

V.I - 58



2.2. SENSING

• Remote sensing: The sensor fibre is located remotely and uses the transmission

properties of optical fibre to relay the sensor signals. The sensor network

may not extend very far, but the demodulation system would be located at

a greater distance [164], e.g. sensor system at the scale of a bridge with the

monitoring of the bridge several kilometres away. Remote sensing, as defined

here, is grouped under distributed sensing in [41], but the distinction is made

as the experimental work in chapter 6 uses a remote sensing configuration.

The challenges of remote sensing are similar to long–haul telecommunications

challenges, where Rayleigh scattering, dispersion and polarisation mixing can

reduce the temporal coherence and spectral resolution, thus reducing accuracy.

The two measurands of most interest across different applications are temper-

ature and strain.

The first efficient point transducer for fibre systems was the Fabry–Perót cavity

[165, 166]. The Fabry–Perót is a resonant cavity which reflects light many times,

and is discussed in §2.4.1.3 (page V.I - 81). The output is an interferogram that

is very sensitive to changes. The initial Fabry–Perót cavities were the end faces

of two fibres spaced closely together. This is also termed an extrinsic transducer,

as the gauge is external to the fibre. Intrinsic Fabry–Perót versions followed, e.g.

using splices to define the cavity. An external Fabry–Perót cavity has been used to

measure the explosive blast shock wave [167]. The Fabry–Perót cavity does have

a draw–back in that the free spectral range59 can be limited due to its measurand

sensitivity. The Fabry–Perót cavity also has a large temperature cross-sensitivity

when measuring quantities other than temperature.

The field of composite materials60 has benefited from the ease of embedding

optical fibres. The small diameter and lack of an established sensing technology has

encouraged much research on temperature and strain sensing in composite materials.

The extrinsic Fabry–Perót has been used for monitoring composite structures [168].

Other interferometers have successfully been used as sensors. The Sagnac inter-

ferometer has been successfully deployed as an all–fibre gyroscope, when arranged

as loops in three orthogonal directions [169, 170]. The Sagnac loop experiences dif-

ferent phase shifts depending upon the component of rotations in the plane of the

loop. The angle of rotation is encoded into the phase of the recirculating signal.

Mach–Zehnder and Michelson arrangements have been successfully deployed as

hydrophones [157,171,172]. One arm is wrapped around an acoustic sensitive man-

dril which modulates the phase, encoding the local sound. The gyroscope [173],

59The free spectral range is the range over which an input gives a unique output and is small
for the Fabry–Perót, and cyclical over 2π.

60The field of composite materials research is new compared to that of metallurgy.
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distributed temperature sensing and the hydrophone are amongst the most success-

ful and long established fibre sensor technologies.

Mach–Zehnder interferometers have also been used as strain sensors, measuring

cantilever deflection [119], and measuring pressure and temperature [174]. Low–

coherence sources have also been used to avail of low–coherence interferometry [175].

The Michelson/Mach–Zehnder interferometer can be variously used for point or

distributed sensing by the arrangement of the sensing arm, e.g. the length over

which the phase is modulated [176].

Fibre sensors based upon modulation of the state of polarisation have also been

used [177]. The polarisation–sensitivity of the optical leads to and from the sensor

complicate the demodulation process. PMF fibre is ideally suited in these circum-

stances, as the large beat length prevents polarisation states mixing. The separated

SOPs provide two measurements if interrogated individually or a differential mea-

surement when interrogated together.

Fibre optic current sensors have been successfully developed [173,178–181]. The

control of unwanted ambient influences has seen continued research, as strains, e.g of

acoustic origin, and temperature changes also modulate the signal. Different fibres,

providing different responses, have been evaluated for their suitability [182].

Fibres have been used for medical examination since the clad fibre was developed,

e.g. the endoscope [183]. An optical coherence tomography ‘endoscopic’ fibre sensor

has been reported [184]. The fibre also allows targeted delivery of treatments, e.g

laser scalpel in keyhole surgery. Fibres are similarly being used for biological sensing

applications [185].

Fibre use in the field of non–invasive health–care has also been investigated. A

fibre instrumented mat, such as for the detection of falls by the elderly, has been

developed [186].

The chemically inert silica from which fibres are manufactured has made them

attractive for chemical sensing applications. Unfortunately, for direct spectroscopy,

most absorption spectra reside outside the principal telecomms range, but there are

overtones which can be detected [157]. The fibre can be sensitised with chemically

appropriate coatings, e.g. palladium for hydrogen [187], Neutral Red nano–film U-

bend coated fibre for pH sensing [188]. The fibre can also be used for conveniently

coupling sources and detectors to fibre coupled sensors, e.g. ozone measurements via

UV resistant fibres coupled to a PTFE61 cell [189], or determination of salt–induced

corrosion of roads and bridges [190].

The OPD introduced into a Mach–Zehnder can be spread along a distributed

sample, as opposed to being wound at a point for point sensing [176]. Installation

and perimeter security are a suitable fibre sensor application domain. The perimeter

61Poly(tetrafluoroethylene)
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sensor should be durable, reliable and as cheap as possible. Fibre sensors using

Rayleigh scattering based OTDR for perimeter security sensing have been reported

[191]. OTDR in single–mode fibres allows changes in the SOP to provide spatial

information on localised changes in the propagation propeties of the fibre, termed

POTDR [173, 192]. Similarly Raman and Brillouin scattering have been used in

fibre sensing [155,156].
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2.3 Fibre Bragg gratings

Figure 2.18: Schematic FBG operation:(a) Sinusoidal refractive
index variation, with period Λ, (b) Longitudinal section of fibre
with planes of neff, (c) Phase matching condition matches B, with
distributed partial reflection from each plane C to give reflected
signal D.

A fibre Bragg grating, FBG, is a periodic modulation of the refractive index of

the core of an optical fibre, shown figuratively in figure 2.18(a). The modulation

coherently scatters electromagnetic radiation via diffraction into directions satisfying

the Bragg condition [138,193–199], i.e. a wavelength, λB, selective mirror. The FBG

achieves grating–assisted resonant coupling when the interference pattern of the two

modes matches the grating pattern in period and orientation (i.e. the modulation’s
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wave vectors have the same phase vectors) [198]

2π

k1 − k2
= Λ (2.98)

where k1 and k2 are the wavevectors for the incident and coherently scattered prop-

agating modes, and Λ is the grating pitch, as in figure 2.18(b).

When the incident and coherently scattered modes are anti–parallel, equation

(2.98) reduces to

λB = 2neffΛ (2.99)

which is the Bragg condition for reflected scattering. Each plane of the FBG couples

more of the radiation at λB in the forward propagating mode into the counter–

propagating mode via partial scattering [198]. This adds to give the total reflectivity

of the grating, as illustrated in 2.18(c).

A uniform FBG refractive index profile, as illustrated in figure 2.18(a), will have

a spectral response analogous to a truncated high–coherence interferogram, i.e. a

rectangular (boxcar) window applied to a near monochromatic signal. Symmetrical

side lobe structure will be evident, just as for the interferogram, due to the presence

of high frequency components in the boxcar window.

Apodisation [200] to remove side lobes ‘decreases’ the effective grating length

and broadens bandwidth, as in windowing a signal [201]. Just as the interferogram

can be convolved with an appropriate window to reduce the side structure at the

expense of broadening the central peak, apodisation of the FBG refractive index

profile suppresses side–peaks while broadening the central peak. Thus equation

(2.98) will, in reality, refer to a bandwidth of phase matching conditions, termed

the detuning as opposed to a single value.

The length of FBGs can be of the order of 10s of mm [193] or ∼ 0.5 mm [202].

2.3.1 Historical overview

Photosensitivity was discovered by K. O. Hill62 and co–workers in 1977 at the Com-

munications Research Centre, CRC, Ottawa, Canada [205]. An Ar laser at 514.5nm

was launched into the core of a Germanium doped fibre. The transmitted intensity

progressively dropped and, when checked, was found to be reflected. The reflec-

tivity rose steadily until all the incident radiation was reflected. It was recognised

as a holographically inscribed grating produced by the resonant cavity created by

the Fresnel reflections of the cleaved end–faces, via a two–photon process. These

self–inscribed gratings are termed Hill gratings.

62A brief personal recollection is provided by K. O. Hill in [203]. The patent licensing is now
bundled into a joint licensing operated by The United Technologies Research Center, East Hartford,
Connecticut, USA, except in Canada, where CRC is the licensing authority [204].
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The process by which the gratings are inscribed is termed photosensitivity. Pho-

tosensitivity refers to a permanent refractive index change induced by exposure

to electromagnetic radiation, by a modification of its physical or chemical prop-

erties [206], where the internal field (at thermodynamic equilibrium) has no influ-

ence [207].

The effect was initially confined to grating structures at the writing wavelength of

the guided inscribing wavelength. In 1989 Meltz and co–workers used 244nm single–

photon absorption introduced from the side of the fibre to produce refractive index

changes with arbitrary grating period [208]. This allowed the UV–inscribed pattern

to operate away from the UV wavelength. Two methods of FBG generation via

Figure 2.19: FBG inscription techniques; (a) Interferometric UV
inscription using glancing reflection from mirrors to generate inter-
ference pattern, (b) Diffraction grating inscription using a phase
mask to produce ±1 orders which interfere.

lateral inscription are commonly used: interferometric and phase mask [193–196,

198, 209, 210], as illustrated in figure 2.19. Figure 2.20 shows the UV–absorption

sensitivity of Ge–doped fused silica.

A grazing incidence interferometer63creates an interference pattern at the desired

period, Λ. The fibre, and interferometer, must be held steady as shifted FBGs,

or FBGs of different λB, may be inscribed, respectively. A modification of the

interferometric approach is achieved by modification of the UV source spectrum,

changing the interference pattern in a static interferometer [193].

The use of phase mask allows lower coherence UV sources like excimer lasers to

be used, and facilitates the alignment of fibre and grating [195]. The fixed phase

restricts the FBG periods that can be written, although some adjustment is possible

by straining the fibre during inscription. The phase mask is the more common

method of inscribing FBGs.

63Grazing incidence is used due to the absence of affordable, strong reflectivity mirrors at UV
wavelengths.
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Figure 2.20: Graph showing the strong absorption peak of Ge–
doped fused silica (after Adrian Dragomir et al. [213]).

The phase mask also facilitates greater control of the apodisation of side lobes,

of the order of 30− 40 dB [195]. A uniform grating or interference pattern will have

large side lobes, so the interference pattern can be tailored to minimise the side

lobes via apodisation. In the interferometric approach, the coherence properties of

the UV source would need to be adjusted to achieve the same apodisation effect.

A disadvantage of FBG inscription had been the need to strip the protective

buffer from the section where the FBG has to be inscribed. While this is still

commonly done, mechanical stripping typically weakens the fibre below its pristine

strength. Chemical stripping preserves the pristine strength more effectively [211].

It is possible to inscribe FBGs while the fibre is on the drawing tower, prior to the

buffer being applied [212]. Chapter 4 discusses an FBG inscription technology which

can also be deployed on a draw tower.

2.3.2 Photorefractive sensitivity mechanism

The refractive index change in fibres is achieved by densification, i.e. becoming

relatively more crystalline than the neighbouring vitreous silica [207]. The change

in refractive index changes with volume, analogous to the changes produced by the

thermo–optic effect,
∆n co

n co

≈ ∆V

V
≈ 3n

2
l (2.100)

where l is the fractional change in the linear dimension of the glass. Using the linear

approximation is justified by the transverse changes having negligible effect relative
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to the longitudinal change.

Using perturbation methods to model the refractive index modulation of the

FBG in terms of powers of the applied electric field E app in equation (A.4a) (page

V.II A-2)64, gives

∆n co =
1

2n co

[

χ
e

(2)E app + χ
e

(3)E∗
appE app + . . .

]

(2.101)

The second order χ
e

(2) describes photorefractivity65, which is typically zero in

amorphous materials66. The third order χ
e

(3) terms are found in all Curie groups

[214]. χ
e

(3) is not large, ∼ 10−7, and so does not produce the larger refractive index

changes observed in FBGs, ∼ 10−3. The refractive index changes observed in FBGs,

therefore, cannot simply be due to nonlinearities in the material.

To achieve the desired refractive index changes, the photosensitivity of the fibre

material must be enhanced. The photosensitivity of standard fibres has been signif-

icantly improved by loading with hydrogen [217]. The fibre is soaked in hydrogen at

high pressure (800 bar) and/or high temperature(< 150 ◦C) [207]. After the hydro-

gen that has in–diffused into the fibre has reached equilibrium the grating can be

inscribed. The formation of GeH upon irradiation can lead to enhanced refractive

index changes [207].

After the inscription hydrogen will begin to out–gas from the fibre unless stored

at ∼ −70 ◦C. Unless the FBG is annealed, a wavelength shift associated with the

loss of hydrogen is observed [218].

The resultant refractive index change thus depends upon several factors, includ-

ing the inscribing radiation, the glassy material composition, and pre– and post–

inscription processing (e.g. thermal history) [196]. Lasers illuminate the fibre for

several minutes and produce ∆n between 10−5 and 10−3.

A brief review of the FBG inscription mechanism is provided in appendix G (page

V.II G-1) and the basic FBG classification is discussed in appendix §G.1 (page V.II

G-2). Although the inscription mechanism is not fully understood, and will most

likely require a full understanding of glass formation, the current understanding is

adequate for the manufacture of FBG–based sensors. The FBG classification scheme

describes the different FBG generation processes and their characteristics for use as

sensors.

64The derivation is given as an example in appendix §G.2.1 (page V.II G-3), following [207].
65Usually denoted by d in second harmonic experiments [214], but kept as χ

e
(2) for consistency

of presentation, after [207].
66The χ

e
(2) term can arise in poling of glasses [215,216] due to its inversion symmetry [207].
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2.3.3 FBGs as sensors

The reflected wavelength, λB, allows an FBG to be used in reflection or transmission

mode, and the grating’s sensitivity to environmental conditions, with the other

advantages of fibres, provides another method of transduction.

FBGs are long range67 structures inscribed into the core. The longitudinal pro-

file may be considered as the recorded visibility of the inscribing UV radiation.

The captured reflected sensor signal will therefore depend upon the illuminating

sources coherence and polarisation profile at the FBG, the coherence and polari-

sation coupling of the inscribed FBG and the modification of that coupled signal

en–route to the demodulation system. The FBG therefore appears as a, strictly,

non–deterministic source whose coherence and polarisation is modified on transmis-

sion to the detector.

An FBG is an intrinsic sensor, modulating the absolute parameter, reflected

wavelength, λB [41, 194, 195]. FBG sensors can be multiplexed by concatenating

sensors and arranging the sensors in different configurations [219,220], and the mul-

tiplexed sensor transmission bandwidth requirements are typically not an issue for

fibres [221].

In FBG sensing applications, the control over environmental conditions will be

less than in other FBG applications. The reflected signal will be described by an

analytic signal with a degree of coherence and polarisation as given by equations

(2.21) (page V.I - 19) and (2.23) (page V.I - 20), respectively. FBGs are sensitive

to changes in the variables n eff and Λ as described by equation (2.99) [222, 223].

Neglecting exposed core FBGs, the change in the Bragg wavelength is [224]

dλB =
[

2ΛB 0

(

∂n eff

∂εσ

)

+ 2n eff 0

(

∂ΛB

∂εσ

)]

T=T0

dεσ

+
[

2ΛB 0

(

∂n eff

∂T

)

+ 2n eff 0

(

∂ΛB

∂T

)]

εσ=εσ0

dT
(2.102)

⇒ ∆λB =
(

∆εσ κεσ
+ κT ∆T

)

+ κTεσ

(

∆εσ ∆T
)

+ . . . (2.103)

where, after equations (2.68) (page V.I - 43), (2.74) (page V.I - 46) and (2.78) (page

V.I - 47), respectively:

κ
εσ

= 2

[

ΛB 0

(

∂n eff

∂ε σ

)

+ n eff 0

(

∂ΛB

∂ε σ

)]

T=T0

(2.104)

κT = 2

[

ΛB 0

(

∂n eff

∂T

)

+ n eff 0

(

∂ΛB

∂T

)]

εσ=εσ0

(2.105)

67Long range with respect to glass network structures.
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κ
εσT = κTεσ

= 2

[

∂

∂ε σ

(κ T )

]

εσ=εσ0
,T=T0

(2.106)

and where the 0 subscript refers to the at rest values.

For a fibre with full cladding, the principal quantities that modify λB are εσ

and T . When the cladding is partially removed to expose the core, then n eff may

be directly modified [225,226]. These are collectively termed direct measurands.

When another measurand is transduced into ε σ, T or n eff, it can be indirectly

measured via the transduction mechanism. These are collectively termed indirect

measurands.

2.3.3.1 Temperature sensitivity

Temperature sensitivity is primarily due to the thermo–optic effect (∼ 95 %). At

constant strain, the normalised wavelength response is given by [194,195,227]68,

(

∆λB

λB

)

εσ= εσ0

= α T +
1

n

dn

dT

≈ 6.678 × 10−6 ◦C−1

(2.107)

2.3.3.1.1 Nonlinearities and second order effects

Silica fibres do not have a purely linear thermal response, and, consequently,

FBGs do not have a purely linear response. Nonlinearity of FBG thermal response,

principally the thermo–optic effect, should be incorporated69 into systems aiming to

achieve accuracy of ≤ 35 pm over temperature ranges of −70 ◦C to 80 ◦C [228].

This temperature range has been presumed to be the most stable regime for

Type I FBGs, which have been erased at ∼ 200 ◦C. However, down–well fibre

sensing applications require temperature stability of hundreds of degrees. Type II

FBGs have been considered as the most appropriate candidate for these applications

as they have been observed to be stable at 800 ◦C, and to be in the process of

being erased at ∼ 1000 ◦C [201]. Recently regenerated Type I FBGs have been

reported [229], with reflectivities ∼ 35% that of the seed grating in H2 loaded SMF–

28 [230]. The FBG is heated (annealed) at 800−900◦C, after which the erased Type

I FBG begins to be regenerated. The regenerated FBG has a length dependence, so,

in principle, a long seed grating will produce a long (higher reflectivity) regenerated

grating.

A nonlinear thermal dependence of the coupling coefficients has been reported

[231]. The UV inscription process introduces a weak absorption term into the mode

68The components of α T are the linear thermal expansion coefficients along the length of the
FBG in the orthogonal directions specified by n.

69The non–linear response will differ by ∼ 20 pm (∼ 2 ◦C) from the linear response over the
range −30 to 80 circC [228].
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coupling equation, which produces localised heating. For a high strength FBG a

wavelength shift of ∼ 0.5 pm/mW at 1550 nm. The impact of this heating effect

should be negligible for the work in this thesis, where power levels at FBG wave-

lengths are lower.

FBG strain sensors also have a temperature dependent strain response, i.e. tem-

perature induced stress, as suggested by the Heckmann diagram, figure 2.6 (page V.I

- 33). An increase in temperature stiffens the fibre thus reducing the strain–optic

coefficient. A value of 1.22% per 100 K for
dλB

dσ
has been reported [232].

2.3.3.2 Strain sensitivity

The normalised Bragg wavelength shift δλB produced by a strain εσ, at constant

temperature, is given by [195]

(

∆λB

λB

)

T=T0

= εσz −
(

n2

2

)

[p11εσt + p12(εσz + εσt)] (2.108)

where εσt is strain transverse to the fibre axis, εσz is strain along the fibre axis, and

p11 and p12 are the components of the photoelastic tensor, p
Bεσ

.

When strain is homogeneous and isotropic, and at constant temperature, the

above becomes [194, 227]

(

∆λB

λB

)

T= T0

= [1 − pe] εσ

= 0.78 × 10−6
µε−1

(2.109)

where the photoelastic contribution has been incorporated into pe as [194]

pe =

(

n2

2

)

[p12 − νσ(p11 + p12)] ≈ 0.22 (2.110)

with Poisson ratio νσ
70. Strain response is linear, with no hysteresis exhibited,

up to ∼ 370 ◦C [195]. A change in temperature of 1 K can therefore appear as a

temperature–correlated strain of ∼ 1 mε [234].

For a strain gauge transducer, non–isotropic strain configurations are important:

longitudinal strains, acting along the axis of greatest sensitivity; axial or radial

strains, acting transversely to the axis of greatest sensitivity; and unidirectional

transverse strains which are a special case of axial strains.

The transducer will experience the stress field locally and respond by deforming

itself to adopt a minimum energy configuration, which will differ from the envi-

70For embedded FBGs the shear strains, γσij ; i 6= j, cannot be neglected as strains in the host
material may not align with the fibre axis, nor any possible birefringent axes that existed prior to
the applied strain [233].
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ronmental stress by the differences in modulus of elasticity : Eσ sensor, Eσ environs and

Poisson’s ratios : νσ sensor, νσ environs.

Further complicating the result is that not all materials will have an isotropic

or homogeneous structure, such as crystalline or fibre–reinforced materials. These

circumstances typically require the use of tensor forms for Eσ, νσ and Gσ, denoted by

λ
σε

(

c
σε
, s

εσ

)

on the Heckmann diagram, figure 2.6 (page V.I - 33) and table 2.1

(page V.I - 35). Consequently the stress and strains experienced by the environment,

the desired measurand, may not be uniformly transmitted to the transducer, the

recorded measurand.

Similar to electrical strain gauges, FBGs are inherently more sensitive in one

direction, the fibre axis, than in orthogonal directions. The conventional solution

is to arrange a ‘rosette’ arrangement, where the sensors measure the same local

strain along different angles [211, 235]. The sensor multiplex advantage presents

itself here, as electrical strain gauges require two leads to each component sensor of

the rosette [235].

2.3.3.2.1 Contracted notation

Contracted notation71 [96, 236] for tensors and vectors is employed. The symme-

try reduced components, six independent strains (three normal and three shear in

Cartesian co–ordinates) are re-written as [96]

εσ =























εσ1

εσ2

εσ3

εσ4

εσ5

εσ6























=























εσx

εσy

εσz

γσyz

γσxz

γσxy























(2.111)

Note that equation (2.111) is not a tensor, just a matrix. Similarly, any matrices

operating on (2.111) will not be tensors. Strains in different co–ordinate systems are

then determined by matrix transformations such as those shown in equation (2.65)

(page V.I - 43).

The transducer can only detect changes that it experiences. These will be mod-

ified by the transducer’s effective mechanical coupling to the environment and the

differences in material properties.

An embedded transducer also modifies its local environment, in comparison to

its absence72. This occurs as the transducer appears as an inclusion, or an external

71Also called as Voigt short notation [111].
72This is an area of current intense research [237].
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Figure 2.21: Diagram of different strains in material due to presence of sensors.
The value εσfar

, is the intended measurand. The presence of the sensor causes a

redistribution of stress (and hence strain), and in the vicinity of the fibre εσ near
is experienced. The cladding experiences εσ cl

which produces εσ FBG
, which is

measured (after Van Steenkiste and Springer [96]).

surface to the material, rather than as part of the interior of the material [96, 117,

238]. The surface effects may modify the measurands further from the desired actual

bulk (internal) values.

A final complication is that the temporal response of the material properties may

not be on similar time scales. When the relaxation times are different, the recorded

measurand can temporally average the desired measurand if an intervening material

has a longer relaxation time than the sensor or target material. Consequently, the

distinction is made between far–field strain, the desired measurand; near–field strain,

which is in the vicinity of the transducer; and the transducer strain which is what

the sensor transduces and is captured, which are illustrated in figure 2.21.

The translations between the far–field strain and sensor strain can be incorpo-

rated by multiple translations of co–ordinates and the use of stiffness matrices73, cij,

for each co–ordinate system:

σi = cij′
(

εσj′

)

(2.112)

where i is the index for (x1, x2, x3) and j′ is the index for (x′1, x
′
2, x

′
3).

The linear thermal expansion coefficient can be conveniently described in con-

73Note these are the contracted notation values and not the fourth rank tensor.
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tracted notation as [239]:
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(2.113)

and incorporated into equation (2.112) as

σi = cij′
(

εσ j′
− α

T j′
∆T
)

(2.114)

2.3.3.3 Isotropic and Anisotropic FBGs

A purely isotropic grating structure would exhibit no intrinsic polarisation–sensitivity

(ignoring any present in the geometry or form of the fibre, e.g. PMF).

In reality slight anisotropies do occur. The fibre core itself will not be perfectly

uniform. The ITU–T Recommendation G.65274 specifies the geometric tolerances a

single–mode optical fibre needs to meet. The mode field diameter is to be within

±0.7µm. These deviations from the idealised core–cladding structure are one origin

of Rayleigh scattering by fluctuations [240–242]. Their influence on an FBG can be

neglected as total Rayleigh scattering only becomes significant over long distances

(∼km) compared to FBG gauge lengths (∼cm).

Other sources of weak anisotropy arise in the geometry of the side writing ap-

proach, which is the dominant technique for FBG fabrication. The irradiating UV

flux across the fibre diameter will differ due to absorption [208,210,243–245], or the

polarisation plane of inscribing UV radiation may not lie in the plane of the fibre

core [246]. The focusing of the writing beams (typically UV) through a phase–mask

or by the overlap of interfering beams, i.e. visibility of the UV interference pattern,

may not coincide with the centre of the fibre core, as illustrated in figure 2.22.

The grating structure should be more developed, or overdeveloped, i.e. have

a larger ‘DC’ term, on the incident side, as illustrated in figure 2.23. The UV

absorption by the core is so low (∼ 1 dB [207] across the core diameter) that the

difference in flux for Type I FBGs is small across the core. For Type II FBGs the

bi–lateral approach can reduce the birefringence [244].

When an FBG is inscribed inside a PMF75 core, it possesses two orthogonal–

polarisation eigenmodes [247]. The anisotropies discussed above are still present,

74From Corning SMF-28e+ optical fiber with NexCor Technology product information, Corning
Inc. (http://www.corning.com/WorkArea/showcontent.aspx?id=27659).

75Section §2.2.8.4 (page V.I - 55).
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Figure 2.22: Writing plane asymme-
try arising due to the fibre axis not
coinciding with the focal plane (zero–
OPD) of the inscribing UV radiation.

Figure 2.23: Uni–lateral writing
asymmetry arising due to the absorp-
tion of the inscribing UV radiation as
the UV flux traverses the fibre.

but are dwarfed by the intrinsic birefringence of the PM fibre, BPMF ≫ BUV.

In highly birefringent fibres, the birefringent FBG periods, Λ, of the two orthog-

onal FBGs are the same. However, the orthogonal n differ by BPMF, and so the

orthogonal components of λB are shifted with respect to each other by 2BPMFΛ.

However, the observed spectrum is typically76 the combined reflection spectrum is

the sum of both orthogonal–polarisation eigenmodes, i.e. the sum of two Gaus-

sian spectra corresponding to the two polarisation eigenmodes, displaced slightly in

wavelength, illustrated in simulated77 spectra in figure 2.24.

Two equal intensity FBGs of Gaussian profile are inscribed into PM fibre with

birefringence BPMF. The resulting spectrum is shown as the red line in figure 2.24.

The Gaussian profile is replaced by a super–Gaussian, or flat–top profile, which

is further discussed in §3.2.3.2 (page V.I - 133). If the positioning of the shifted

spectra is done properly, the top becomes almost flat. However, the double peak

shown illustrates that if the shift exceeds this ideal condition, then the spectra may

begin to separate. This can result in the occurrence of a double peaked profile, and

eventually two separate peaks being established [248].

With the large difference in refractive indices of the two orthogonal–polarisation

eigenmodes, the overlapping FBGs might be expected to respond at different rates

to temperature or strain changes:

∂λBi

∂X
6= ∂λBj

∂X
X = ε σ, T (2.115)

where (i, j) are the two orthogonal–polarisation eigenstates perpendicular to the core

76Assuming no significant PDL.
77Simulated in Matlab.
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Figure 2.24: Simulated inscription in PM fibre: two equal strength Gaussian
FBG spectra are shifted relative to each other by BPMF, with one FBG at
1550 nm, and the other at 1549.9 nm. The resultant sum spectrum is shown in
red, a flat–top profile.

axis. After annealing PMF FBGs, a permanent relative shift is introduced, which,

not being equal in both polarisation eigenstates, typically produces a permanent

flat–topped reflection spectrum. When used as a sensor, these PM–FBGs exhibit

strong spectral profile changes, relative to FBGs in SMF, as the orthogonal peaks

shift relative to each other.

The orthogonal Bragg wavelength changes, ∆λB, for PMF FBGs are large

enough that they may be used for the two sensors, X1 and X2, in equation (2.80)

(page V.I - 48). In practice the at–rest birefringence needs to be large to resolve

the individual wavelengths, and PMF leads should be used to prevent subsequent

mixing or signal fading.

Throughout this thesis FBGs are used as sources in the experiments. The Spec-

troBragg spectrometer, chapter 3, was designed for use in FBG sensor demodulation.

The novel anisotropic FBGs strain characterised in chapter 4 are intended to be suit-

able alternatives to standard telecomms range FBGs. A brief review of a significant

use of FBGs, structural health monitoring, is now presented to indicate the potential

scope of the work in this thesis.
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2.3.3.4 Structural Health Monitoring

Structural health monitoring, SHM, is one niche application area in which FBGs

have been historically forecasted [150, 238, 249, 250] and are anticipated to have an

impact [158, 251]. SHM refers to the application of sensor networks to a structure,

which monitor the environmental effects upon that structure, providing accurate and

timely information on the ‘health’ of the structure towards its intended function.

The paradigm draws upon the biological sensory system, where the nervous sys-

tem provides notification of problems before the problems jeopardise the organism’s

viability.

The environmental effects can include the curing of materials, the settling of a

newly constructed structure, the chemical properties of the structure, the habitat of

the structure for occupants, the effects of weather on the structure, the deterioration

of the structure or its components through use and age, and the survivability of that

structure after accident or extreme event. Two measurands of general interest are

temperature and strain, apart from application–specific measurands.

In comparison to copper conductors, optical fibres benefit from the distances over

which they can be used (∼ 10km), without signal amplification (fibre loss at 1550nm

is ∼ 0.2 dB km−178, copper is ∼ 10 dB km−1 at 50 MHz [51].). Wireless–radio based

sensors may compete on range in certain cases (i.e. where there is no obstruction

to the signal between transmitter and receiver) but requires power sources for the

wireless transmitter and any repeaters 79.

In addition to decades of research on optical fibre and FBG–based sensing, com-

mercially available fibre and FBG–based sensor systems have been available for over

a decade. Although the adoption of fibre and FBG sensors has not been as rapid and

universal as initially forecast, fibre sensing for SHM applications is now commonly

available from commercial sensing vendors80, as described in [251].

FBGs have predicted lifespans of 25 years [196,201,252]. This compares favourably

with electrical strain gauges which are considered suitable for shorter lifespans [253].

While electrical strain gauges and FBGs can be retrofitted to structures, the need

to do so with greater frequency for electrical strain gauges is both an additional cost

and an inconsistency in the lifetime data.

A bare fibre with the cladding exposed is fragile, while providing the best cou-

pling of measurands to the sensor. The FBG sensor needs to be packaged in a

manner that protects the sensor during installation but does not desensitise the sen-

78From Corning SMF-28e optical fiber product information, Corning
Inc. (http://www.corning.com/assets/0/433/573/583/09573389-147D-4CBC-B55F-
18C817D5F800.pdf).

79Wireless systems must be immune to interference from local electromagnetic interference
sources, or risk being unavailable when needed.

80A list of vendors is available from www.opticalfibersensors.org.
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sor. The appropriate packaging depends upon the application [254]. An externally

fitted extension based strain gauge requires two points to attach to the structure,

and the remaining components can be hermetically sealed. An embedded sensor

must have as small a shape as possible, with high reliability81 and consistency over

its lifetime.

In the following, the categories are not mutually exclusive and the distinctions

can be arbitrary. A partial list of structural sensing problems where FBGs have

been used is:

• Bridges [255–263],

• Tunnels [256, 264–267],

• Dams [255,256],

• Ships [250, 268–274],

• Aircraft [211, 264,275–278],

• Spacecraft [279–282],

• Oil rigs [283–292],

• Culturally significant structures [161, 293–296],

• Railways [263, 297],

• Seismic sensors [293–295,295,298–303],

• Power lines/grids [304–311],

• Pipelines [312],

• Nuclear facilities [264, 313–320],

• Composite Curing [223,249,264,321–328],

• Concrete curing [257,329–332],

• Prestressed concrete [333].

FBGs have also been used for monitoring within structures:

• Humidity and temperature of indoor structures [334, 335],

• Chemical sensing [336–342],

81Reliability here includes surviving the structure’s casting process.
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• Liquid level/flow monitoring [343, 344],

• Health & safety applications [345, 346],

• Medical applications [347, 348].

A restriction of FBG sensors, and sensors in general, is separation from the structure

during the anticipated lifetime. For example, with vibrating structures, adhered

sensors can debond, and embedded sensors can delaminate. Ideally, the sensor

system should indicate such events prior to the structure reaching design limitations

[349].

For most FBG–based sensor systems the demodulation system is the most ex-

pensive component. The more FBGs which can be demodulated with a single de-

modulation system, the lower the per sensor cost of the whole system. The desire

to maximise the number of sensors while providing high individual sensor resolution

was the motivation for the SpectroBragg spectrometer.
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2.4 Demodulation systems

An FBG modulates an intrinsic parameter, the wavelength of electromagnetic radi-

ation. The wavelength is not directly obtainable via electro–optic conversion, which

converts intensity to current or voltage. There is a square–law proportional re-

lationship between the optical energy and electrical energy [350]. For wavelength

determination, the main effect of the square–law behaviour is the loss of phase in-

formation. The phase can only be recovered by conversion to amplitude changes,

e.g. by coherent superposition, discussed in appendix B (page V.II B-1).

Demodulation is the term used for recovery of the transduced measurand mod-

ulation, the measurement, into a usable format, e.g. converting the measured wave-

length λB into an electrical signal in this case. For FBGs, spectroscopic techniques

are used to demodulate the measurand–induced wavelength changes in this work.

Demodulation requires the faithful conversion of the intensity to a usable electronic

signal, with which appropriate analysis can recover the wavelength to a given reso-

lution. Interferometry is capable of providing the highest resolution of wavelength

changes at ∼ λ× 10−3, under ideal conditions [9].

The demodulation system should maximise the advantages of the fibre sensor

system, by being capable of: [193]

• High resolution, sufficient to determine measurand

• cost effectiveness

• dealing with multiplexed sensors.

For many optical fibre sensing systems the cost of signal recovery forms the

largest contribution to the overall cost of the system. The two step process of con-

verting an optical to analog electrical signal and then to a digital electrical signal

represents an extra step over electrical systems. However, traditional electrical sys-

tems can have disadvantages that can limit this advantage, e.g. electrical strain

gauges require two leads and resistance balancing equipment per sensor, and the

pickup of electrical noise. For several sensors, the wiring, configuration and mainte-

nance of the accumulated equipment can become expensive.

2.4.1 Optical subsystem

There are many different methods of demodulating the FBG signal. Early ap-

proaches to demodulation are illustrated in figure 2.25 [193, 351]. The edge filter is

a wavelength dependent attenuator, where the transmitted intensity increases with

increasing wavelength, as illustrated in figure 2.25(a). To remove incident inten-

sity variations, the signal is split before the edge filter and the ratio of the filtered
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Figure 2.25: Intensity based FBG demodulation via (a) Edge filter, (b) scanning
tuneable cavity filter, and (c) resonant cavity filter. After figure 8 of [193].

to unfiltered intensities returns the wavelength. The disadvantages are nonuniform

SNR across the spectral range of the edge filter. The edge filter also has a limited

spectral range. The slope of the edge filter determines the number of multiplexed

FBGs that can be demodulated or the resolution obtained.

The scanning tuneable filter, figure 2.25(b), is a narrow band–pass filter, e.g.

a Fabry–Perót cavity, acousto–optical tuneable cavity or thin–film based resonant

cavity. The filter is deterministically tuned across its spectral range and the location

of intensity maximum returns the FBG peak. The disadvantage of the scanning

tuneable filter is that the scan time limits the temporal resolution, as in all scanning

systems.

The bandwidth of the tuneable filter should be less than the FBG bandwidth
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across the full scan length. If the time that the peak region is admitted changes,

the resolution achievable will correspondingly decrease. An issue that may arise

with mixed high– and low–coherence sources is an interference pattern within the

bandwidth of the tuneable filter when the filter peak matches the high–coherence

source wavelength. The least problematic arrangement is to combine the tuneable

filter and illumination source into a tuneable laser to scan the spectral range.

A stationary unbalanced two beam interferometer can demodulate the FBG sig-

nal by acting as a phase sensitive filter, figure 2.25(c). The fixed OPD produces a

standing wave, and as the FBG changes λB, the received intensity is sinusoidally

modulated, within the free spectral range. This approach provides the greatest res-

olution of the three approaches in figure 2.25. The disadvantage of this technique is

that the vibration/thermal stability of the unbalanced interferometer produces large

non–FBG intensity changes.

A limitation of these intensity based approaches is that multiplexed FBGs pro-

duce a single intensity. Multiplexed FBGs require a method of demultiplexing the

multiplexed FBG spectral responses prior to using these approaches.

2.4.1.1 Diffraction gratings

Diffraction gratings are interferometric devices which disperse incident electromag-

netic radiation into discrete angular orders based on the wavelength of that elec-

tromagnetic radiation [352]. The diffraction grating thus provides demultiplexing,

within the free spectral range of the grating.

As a result of the spatial presentation, diffraction grating spectrometers can-

not achieve the same resolution as two–beam interferometers of the same size. A

fuller discussion of diffraction grating spectrometers is deferred to chapter 3, which

describes the construction of a diffraction grating spectrometer, the SpectroBragg,

used in this work.

2.4.1.2 Interferometry

From the definitions of interference, outlined in appendix section B.5.1 (page V.II

B-10), interferometry is the use of the intentional interference of light to obtain

information about that light. Two–beam interferometry is used in chapter 6, with

the Hilbert transform technique. Multiple beam interferometry is also used in this

thesis, as the diffraction grating used in the SpectroBragg can be considered a mul-

tiple beam interferometer. A review of multiple beam and two–beam interferometry

is now provided. The basic ideas of interferometry are introduced in appendices B

(page V.II B-1)– D (page V.II D-1).
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2.4.1.3 Fabry–Perót interferometer

The Fabry–Perót interferometer is a multiple beam or multiple reflection interfer-

ometer. An incident beam undergoes multiple, diminishing reflections within a

cavity consisting of two partially reflecting surfaces [353–355], as illustrated in fig-

ure 2.26. The etalon has transmitted, t, and reflected, r, components which add

to give the incident intensity, for a lossless cavity. In the Fabry–Perót interferom-

eter/spectrometer configuration, the emerging collimated beams are focused, and

an Airy pattern is observed. The spacing d can be modified or the refractive in-

dex changed for a scanning interferometer [354]. The phase shift introduced by

traversing the space d is82

δΦ =
4π

λ0

nd cos θ2 (2.116)

The superposition of the p beams will add coherently once pn2d ≤ lcoh. The

Figure 2.26: Fabry–Perót etalon where the incident beam is multiply reflected
within the cavity, coherently superposing upon itself within its coherence length.

Fabry–Perót interference occurs in both directions. The reflected intensity is given

82As the orthogonal components of n may differ, δΦ and l coh may also have different orthogonal
components. In which case the treatment from equation (2.116) on would need to incorporate two
differing orthogonal values.
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by [354,355]
IFP r

Iin
=

4R sin2 δΦ
2

(1 − R)2 + 4R sin2 δΦ
2

=
F sin2 δΦ

2

1 + F sin2 δΦ
2

(2.117)

where R = r2, and F is the finesse,

F =
4R

(1 − R)2
(2.118)

The transmitted intensity is given by [354,355]

IFP t

Iin
=

T 2

(1 +R)2 + 4R sin2 δΦ
2

=
1

1 + F sin2 δΦ
2

(2.119)

where T = t2.

The FWHM bandwidth of the Fabry–Perót is given by [353,355]

δλFP =
1 − R√

R
=

4√
F

(2.120)

Within a fibre, splices and physical connectors, such as FC/PC connections, in-

troduce low finesse parasitic Fabry–Perót cavities [356]. Angled connectors, FC/APC,

are used to prevent establishing these cavities. However, they will still occur at splice

points. The Fabry–Perót acts as a filter, similarly to the FBG, and has also been

used as a sensor [357–359] and demodulator [193, 351].

When an unintentional Fabry–Perót is established it is termed a ‘parasitic Fabry–

Perót’, as it introduces unintended signal modulation at the matching cavity frequen-

cies. Due to the environmental sensitivity of the fibre, the ‘parasitic Fabry–Perót’

follows the measurands and the unwanted modulation cannot be considered static.

When an FBGs signal’s spectral bandwidth overlaps a Fabry–Perót cavity’s spec-

tral bandwidth, the FBG signal will be modulated. If the resulting spectrum is

passed through a demodulating interferometer, a channelled spectrum is produced.

A bulk optic Michelson interferometer exhibits a parasitic Fabry–Perót between

the beam–splitter and mirrors. To remove these the mirrors are placed at a slight

angle. In an all–fibre Michelson interferometer, the splices cannot be easily angled

and a low finesse cavity exists.

2.4.1.4 Two–beam interferometry

Two beam interferometry is the recovery of phase information from a known phase

shift of the signal against a reference signal [360]. The phase shift can be a function

of position, as in the Young’s slits experiment, or time, the Michelson experiment.

Low–coherence interferometry using Michelson and Mach–Zehnders is an established

V.I - 82



2.4. OPT. SUBSYSTEMS

technique for FBG demodulation [321,361,362].

The most significant difference between the bulk and all–fibre equivalents of

interferometric and spectroscopic devices is that the intervening space between the

components of the instruments are described by E and D, respectively. The effects

of the (possibly different) materials used must now be dealt with in determining

system resolution and performance. The physical layout of all–fibre components

can introduce topological phase shifts, and birefringence, that are easier to neglect

in the bulk equivalent [363].

The advantages of the all–fibre versions are

• generally reduced size of apparatus/instrument,

• ease of assembly (particularly for connectorised components),

• relative immunity to vibration.

The bulk and all–fibre Michelson interferometers are shown schematically in figure

2.27(a) and 2.27(b), respectively. The all–fibre83 and bulk versions are conceptually

the same, but differ in the details. The all–fibre version will be discussed here.

If the interferometer arms require splices, parasitic Fabry–Perót cavities can be

formed. The presence of bends and twists of fibres84 within the arms of the inter-

ferometer will introduce phase and polarisation changes, as discussed in appendix

section E.3 (page V.II E-7) and sections 2.2.8.2 (page V.I - 52) and 2.2.8 (page V.I -

50). Geometric phase shifts are achromatic, but bends and twists will not necessar-

ily be achromatic. The change in OPD is introduced by a piezoelectric stretcher in

the scanning arm, which introduces varying birefringence in the scanning arm. The

SOP of the signals in both arms are therefore unlikely to maintain their initial SOP

or OPD–only phase difference.

Optical frequencies of ∼ 1014 Hz cannot be directly observed with current elec-

tronics. When the signal and reference arms have the same incident wave, the

beating of the interferometer cavity and the incident waveform produce a lower

frequency signal which can be detected [364]

fd = VOPD
1

λ
Hz (2.121)

where VOPD is the velocity of the component which produces the OPD. For a Michel-

son interferometer the velocity is doubled due to the traversal of the path upon

reflection.

Ideally, VOPD is linear over the operational range and fd = fd(t, λ). In practice

VOPD is nonlinear, due to acceleration/deceleration of components and vibrational

83An all–fibre Michelson interferometer is used in chapter 6.
84The fibre is not in a straight line for tidiness and safety.
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Figure 2.27: Michelson interferometer providing two π–shifted outputs. (a)
The bulk optic Michelson and (b) the all–fibre equivalent.
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noise. Two approaches are used to overcome these nonlinearities, which add on

higher powers of the intensity as noise [365]. The first is to register the minimum

or the zero–crossings of the intensity axis by a high–coherence reference signal co–

propagating or propagating in parallel [366–368]. The zero–crossings will then be at

equal OPD intervals, and will produce a linear VOPD with arbitrary linear timescale.

This approach removes the nonlinearity of VOPD, but introduces the difficulty of

ensuring that the captured signal coincides with the high–coherence reference signal.

If any delay is not consistent a new variation of VOPD is introduced. The positional

errors depend upon the derivative of the interferogram [365].

The second approach is to capture the reference and signal intensities at equal, or

near equal, time intervals and to reconstruct the reference signal. The reconstruction

of the reference will correct the signal interferogram as if there were no nonlinearities

present in VOPD. This is the approach used in chapter 6.

Both these approaches rely upon a best–effort reduction in vibration and non-

linearities during the capture of the interferogram. If the nonlinearities were such

as to instantaneously change85 by several wavelengths, the high–coherence reference

interferogram would be relatively unchanged at the next zero–crossing, compared to

the lower–coherence signal interferogram. Consequently, the zero–crossing captured

or reconstructed interferogram would not produce the correct spectrum.

2.4.2 Fourier transform spectroscopy

A. A. Michelson demonstrated that the intensity of light, I(φ), at an exit of a

two–beam interferometer with a variable phase difference, φ, is the Fourier cosine

spectrum of the incident light, I0. I0 could, therefore, be obtained by using the

inverse Fourier transform86 [369]. For very narrow sources, measuring the visibility

allowed the highest resolution measurements of the time. Determination of complex

and long interferograms was too laborious until the availability of digital computers.

The interferogram is recorded and the FT performed after the recording is complete.

In Fourier transform spectroscopy, the interference pattern is measured, which

gives VQ(τ). A window is applied by multiplication, to apodise the interferogram.

Taking the FFT of the interferogram gives the spectrum of that interferogram.

The resolution obtained from an interferogram depends upon the OPD. A FT

is evaluated from −∞ to +∞. A realisable interferogram will be finite, and hence

limited to the range t to t + τ . This is equivalent to multiplying (convolving)

a rectangular or boxcar function with the infinite interval interferogram (FT). The

spectral features of the boxcar function are thus repeated on signal spectral features.

85Instantaneously with respect to the detector’s sampling rate.
86The Fourier transform and its properties are briefly described in appendix H (page V.II H-1).
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Apodisation or windowing of the interferogram can reduce the spectral effects of the

abrupt rectangular profile, as discussed in §P.2 (page V.II P-3).

The longer the OPD, vτ , the higher the resolution87 obtainable will be. When

the signal is digitised, the OPD is not the only limit to accuracy. The sampling

rate at which the signal is digitised also limits resolution. The fringes need to be

sampled adequately. This highest frequency component accurately measured is half

that determined from the period of the sampling interval, and is termed the Nyquist

frequency [370, 371]. Frequency components higher than the Nyquist frequency are

‘folded’ or aliased into the sampled spectral range. At each folding the profile is

reversed.

Source noise is a cause of multiplex disadvantage compared to dispersed detection

systems [365]. In the case of source noise, the noise scales with the intensity. For

multiple spectral features, e.g. an array of FBGs, the intensity noise from the

illuminating SLED will be reflected from each FBG, and so the length of time

increases to get the same SNR as the dispersed detection system. Mitigation of

source noise effects can be achieved through rapid scanning, at the expense of fringe

resolution [365].

2.4.2.1 Phase noise in interferometer

As the interferometer uses structured phase modulation, phase noise becomes a sig-

nificant limitation towards ideal operation. Phase noise is a measure of the spectral

purity of a source or fidelity to the initial signal after transmission [38].

The demodulation instrument response is convolved with the input signal. If the

input signal has phase noise, the instrument process and the spectrum obtained will

be broader and noisier.

Phase noise occurs within the arms of the all–fibre interferometer. Using a

perturbation ∆n, and for unity input, the intensity is given as [89],

I =
1

2

[

1 + cos

(

2π〈n eff〉LOPD

λ

)

e
−

“

2
L+LOPD

Lcoh

”

]

(2.122)

where LOPD is the OPD between the two arms, and L is the length of fibre arm 1,

L + LOPD is the length of arm 2. Lcoh is the length of L for which 〈∆Φ2〉 = 2π.

Designating the phase shifts that arise in arms 1 and 2 as Φ1 and Φ2, respectively,

the intensity is a minimum or zero when Φ1 −Φ2 = 2πm, where m is a half integer.

The phase shifts consist of the optical path lengths and the respective phase noises,

87This statement relies upon the signal being stationary over the full OPD. The longer the OPD
the more difficulty there will be in meeting this requirement.
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∆Φ1 and ∆Φ2. The zero–crossing condition is then [89]

2π〈n eff〉LOPD

λ
−

2π〈ng〉LOPD∆λ

λ2
+ ∆Φ1 − ∆Φ2 = 2πm (2.123)

where ng is the average group refractive index.

In the absence of phase noise fluctuations ∆φ1 = ∆φ2 = ∆λ = 0 and LOPD =

m
(

λ
〈neff〉

)

. The first and last terms of equation (2.123) are equal and cancel, giving

[89]

∆φ1 − ∆φ2 =
2π〈ng〉LOPD∆λ

λ2
=

2πngm∆λ

〈n eff〉λ
≈ 2πm∆λ

λ
(2.124)

The difference of group and effective refractive indices, ng − 〈n eff〉 ∼ 1% and so

can be neglected. Phase changes ∆φ1 and ∆φ2 are uncorrelated, and, if LOPD can

be neglected compared to L, the mean squares of the phase changes are [89]

L

Lcoh
=
π2m2〈∆λ2〉

λ2
(2.125)

2.4.2.2 Polarisation–sensitivity

As discussed in appendix B (page V.II B-1), the theoretical ideal for interferometry

is that the interfering beams be scalar equivalents. If the SOPs of the beams are

mutually orthogonal, then the visibility will be zero and the detector measures a

DC signal88.

A mixing of SOP types will also produce non–interferometric intensity modula-

tion. One example is the mixing of linear and circularly–polarised beams from the

two arms, as might arise from one arm acting as a retarder. At the same λ, as the

beams propagate the same conditions are met every 2π of phase difference. The cir-

cularly polarised beam will, therefore, be in the same plane every integer multiple of

π of phase difference, and orthogonal π
2

of phase difference later. An interferogram

is produced, but with poor visibility as the orthogonal fields add incoherently [372].

If there are variations in the SOPs of the wavelengths to be demodulated, there is

the possibility of the visibility depending upon the wavelength [373].

As has been discussed, fibre loops act as retarders, changing the SOP. Changes

arising in the DOP can alter the DOC and hence the spectral DOC. With the

reduced visibility the calculation of the spectrum from the inverse FT will differ

from the actual spectrum.

88Neglecting non–interferometer based modulation of the signal, such as source fluctuations.
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2.4.2.3 Thermal drift

The interferometer can become a thermometer, as any change in temperature be-

tween the two arms will produce a thermal expansion based OPD. This can move the

zero–OPD point for interferograms so that the mechanically induced scan does not

achieve the same OPD across measurements performed at different temperatures.

For a short scan interferometer arrangement, a change in temperature will have a

more significant effect than for longer scan arrangements, e.g. a shift of the zero

position in figure B.2(a) (page V.II B-7) will have less of an effect than for figure

B.2(b) (page V.II B-7). The thermal shift can prevent a full two sided interferogram

being obtained.

Within components which are fixed and not free to move, e.g. FC/APC con-

nectors, the thermal expansion will introduce a strain, and hence a birefringence.

Within the interferometer arms this should be compensated by the Faraday mir-

rors. However, the components leading to and from the interferometer will not be

compensated, and the localised polarisation splitting amongst many connections can

increase the PDL and phase noise.

2.4.2.4 Zero–OPD point

In an ideal two–beam interferometer, the zero–OPD point, where the OPD in both

arms is exactly equal, will be the only location at which every wavefront will be in

phase. For a symmetric interferogram the same information is present on both sides

of the zero–OPD point. Thus, apart from redundancy, a single–sided interferogram

should suffice.

In practice the sampled interferogram recorded by continuous– or stepping–

translation is unlikely to have a balance point coincide with a sampling position

of the data capturing device. It is, thus, more typical to obtain double–sided inter-

ferograms89, preferably symmetric interferograms [364].

In a dispersive medium, the zero–OPD position can become wavelength depen-

dent [374]. The all–fibre Mach–Zehnder or Michelson will also have waveguide in-

duced modal dispersion in the coupler overlap area90.

The OPD does not need to be introduced by scanning. Non-scanning inter-

ferometry can be achieved by using a Tyman–Green type arrangement, with the

OPD introduced across a spatial extent by angling the mirror, and detected upon

an array [376]. This arrangement retains the Fellgett advantage as each diode is

illuminated by all wavelengths simultaneously. Pixel noise, vibrations, array pixel

89Single–sided interferometers typically record asymmetric two–sided interferograms to ensure
the zero–OPD position has been covered [364].

90The coupler’s wavelength efficiency will introduce a wavelength dependent change to the visi-
bility at that wavelength. The magnitude of this change will be smaller than noise in effect [375].
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density and read–out times will provide device limitations, although the use of a

reference signal should reduce their impairments. The beam expander will have a

dispersive effect and geometric aberrations may be introduced which the referencing

may not fully correct.

Michelson and Mach–Zehnder interferometers are widely used due to their sim-

plicity. The development of new methods of obtaining two beam interferometers

continues. An interferometer employing two–core fibre with OPD scanning via can-

tilever has been reported [377].

2.4.3 Receiver unit

The receiver will have a detector and associated amplifier/filter electronics. The

detector signal, id, has a spectral response function, Rd(λ), which scales the optical

intensity, Id, as a function of wavelength [76],

id = Rd(ω)Id (2.126)

where

Rd(ω) = ηd 0
(ω)

qe
~ω0

(2.127)

is the responsivity [378], ηd 0
is the material’s quantum efficiency, qe is the electron’s

charge and ~ω0 is the photon’s energy. Assuming no saturation, the flatter the

spectral response, the more uniform the resulting signal captured.

Depending upon the integration time of the detector and the spectroscopic in-

strument’s coherence function, the DOP and DOC of a given signal will produce

different spectra. Using the two–point Stokes parameters, the correlations describe

the field at an interval τ for a Michelson or Mach–Zehnder interferometer. If τ

differs, then the DOP and DOC, and hence recovered spectrum, change.

2.4.3.1 Detector noise

Demodulation systems must ultimately provide the measured values in a useful

format. Typically this is in the form of digitised electrical signals. Detector noise

imposes a performance limitation on experimental systems. InGaAs photodiodes

are the detectors used in this work and are noise limited devices. The major sources

of noise in photodiodes can be grouped into [38]:

• Thermal noise: Also called Johnson noise [379], is a white noise from the

associated load resistor, the mean–square thermal noise current is given as

〈i2Tn
〉 =

4kBTBD

RL

(2.128)

V.I - 89



2.4. RECEIVER

where BD is the electrical bandwidth, RL is the load resistance, kB is Boltz-

mann’s constant and T is the absolute temperature. Thermal noise arises from

fluctuations in voltage across circuit components induced by internal current

fluctuations [379] and so is often dominant with weak optical signals.

• Shot noise: A Poisson distributed noise arising from the quantum statistics of

detection [11]. The mean–square thermal noise current is given by the Schottky

formula [379]:

〈i2sh〉 = 2qeIsBD (2.129)

where qe is the electron charge and Is is the signal photocurrent. From equation

(2.126), it follows that shot noise tends to be the dominant noise with strong

optical signals.

• Dark current noise: the reverse saturation current, which exists when no pho-

tocurrent, i.e. light, is present. The mean–square thermal noise current is

given as

〈i2dk〉 = 2qeIDBD (2.130)

where ID is the average dark current.

Adding 〈i2amp〉, the mean–square noise current for any electrical amplifiers, the signal

to noise ratio, SNR, for the receiver is [38]:

SNR =
〈i2s〉

〈i2Tn
〉 + 〈i2sh〉 + 〈i2dk〉 + 〈i2amp〉

(2.131)

The larger the value of SNR the better. In chapter 5 approaches to mitigating

polarisation induced noise to improve the SNR are discussed. In chapter 6 a method

of improving the SNR, using common–mode rejection of phase noise, is discussed.

In addition to detector noise there will also be readout noise (also termed the

noise floor [380]), which occurs at the readout/amplification of the signal by the on–

chip amplifier is a function of circuit configuration and layout design [381], where

noise in the readout clock, amplifier and the diodes combine [382]. The readout

noise is a fixed quantity for the fixed integration time of amplifier [350].

2.4.3.1.1 Benefit of two differenced outputs: CMRR

The result of phase noise in an interferometer is to broaden and distort strong

spectral features by adding spurious spectral components, and to obscure the pres-

ence of weaker spectral features by reducing the visibility of fringes. Phase noise,

as a statistical quantity, is equally split into both arms by the beam–splitter of an

interferometer. Common–mode rejection ratio, CMRR, approaches can be used to
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eliminate most of the noise, in a Michelson or Mach–Zehnder by using the comple-

mentary outputs of the interferometer [14, 383].

The phase noise arising within the interferometer are not common–mode, but

the accumulated phase noise from the fibre up to the 2×2 50:50 coupler is common

to both arms. The inputs of an differential amplifier, attached to photodiodes, is

termed a balanced receiver. When a balanced receiver measures the complementary

outputs, all common–mode signal components appear as a DC signal. If the intensi-

ties at both detectors are not equal, then the compensation is not a maximum, and

the improvement in the signal is a ratio of the intensities.

2.4.3.2 Digitising noise

The dynamic range of the digitising system, the analog–to–digital converter or ADC,

is [365]

DR =
full scale

least bit
= 2n (2.132)

for n bits, excluding the sign bit.

When the optical and receiver system are adjusted so that the interferogram

peak is close to, but not clipped by, the full scale of the ADC, the digitising noise

is [365]

∆I(τ) =
full scale

2
√

3DR

∆I(ω) =
π√

3DR

√
N

(2.133a)

where N is the number of digitised data points in the signal.

2.4.3.3 RIN

Relative intensity noise, RIN, is used to measure the ratio of optical noise power to

total optical power of a source [38],

RIN =
Sn(λ)

I2
tot

(2.134)

where Sn(λ) is the intensity noise power spectral density [38], or mean square inten-

sity noise spectral density [384], and Itot is the total optical power. RIN is used as a

measure of the quality of a source, and as a measure of the signal after propagation.

The lower the RIN value the higher the signal quality.

In a fibre device Rayleigh–scattering induced phase–noise will be unavoidable.

The mean magnitude of the noise will scale with distance, as Rayleigh scattering is

an extensive effect. Attenuation scales with distance, so, in general, the RIN will

increase with distance.
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For a two–beam interferometer, such as a Michelson interferometer, the relative

intensity noise from Rayleigh scattering for a high–coherence source is given as [384]

RIN∆φ coh
∼= 2Rp

(1 +R2
p)

8πτ 2
0 ∆νlwsinc

2(τ0f) [Hz−1] (2.135)

where Rp is the ratio of the interfering intensities from the two interferometer arms.

The line profile is assumed to be Lorentzian, the sinc term, with linewidth ∆νlw. τ0

is the differential time delay between the interferometer arms and f is the Fourier

frequency [364].

The random nature of Rayleigh scattering results in a spread of the laser’s spec-

trum with low intensity, thickening the tails of the profile. The RIN of an incoherent

signal is given by [12]

RIN∆φincoh
=

2Rp

(1 +R2
p)

2

π∆νlw

1

1 + (f/∆νlw)2 [Hz−1] (2.136)

where the line shape is again assumed to be Lorentzian. For a strong laser signal

accompanied by lower intensity low–coherence signals, the RIN∆φincoh
will apply for

the laser noise experienced by the FBGs.

Low–coherence signals will also experience Rayleigh scattering, but by containing

more frequencies reduce the magnitude of the intensity fluctuations shown in figure

2.1 (page V.I - 15). The RIN will be between extremes of RIN∆φ coh
and RIN∆φincoh

from equations (2.135) and (2.136), respectively.

2.5 Summary of theoretical background in the con-

text of experimental work

This chapter, and its associated appendices, provides the common theoretical back-

ground and literature review for the subsequent chapters. FBGs are promising

candidates for applications such as SHM. Their small size, long life, ease of multi-

plexing, immunity to electromagnetic interference and direct measurand encoding in

the reflected wavelength, make them competitive sensors for a range of applications.

FBGs in standard telecomms fibres, e.g. SMF-28, are considered to be isotropic

structures [222]. However, even ‘isotropic’ FBGs are very weakly anisotropic. In

chapter 4, a novel anisotropic FBG is strain characterised. The strain and tem-

perature responses differ subtly, suggesting that strain–temperature discrimination

may be achievable. These novel FBGs are inscribed in standard SMF–28 by a two–

photon process at 264 nm, producing an anisotropy. These FBGs have the material

response of SMF–28, but with anisotropy closer to FBGs in PMF.
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Typically, the most expensive component for FBG sensor systems is the demod-

ulation (sub)system. This work reports on the construction of a custom Čzerny–

Turner, diffraction–grating–based spectrometer, the SpectroBragg, in chapter 3. An

all–fibre Michelson interferometer was used in chapter 6. The component parts of

both devices cost more than the single FBG sensors interrogated. Consequently, to

be commercially viable, both systems were designed to be used with multiplexed

FBG sensors, to reduce the per sensor cost of demodulation.

However, the optical fibre can further modify the reflected signal, either through

polarisation or coherence changes. These changes can be introduced by the material

itself, through bends and twists, applied temperature or strain changes or simply

by the topological arrangement of the fibres. The unified theory of coherence and

polarisation [24], provides a convenient framework to follow both coherence and

polarisation effects as FBG signals traverse the system.

For demodulation systems which use the phase of the signal to return the peak

wavelength value91, these modifications can alter the recovered measurement. The

basics of polarisation and coherence, optical fibre propagation and optical fibre en-

vironmental sensitivity has been covered in this chapter.

Two approaches to the mitigation of state of polarisation induced measurement

changes are discussed in chapter 5. These approaches differ from conventional de-

polarisation schemes as they are adaptable to the demodulation scheme being used,

but cheaper to assemble.

The distances over which fibres can faithfully transmit signals enables remote

sensing to be achieved. In chapter 6, the mitigation of accumulated phase noise,

through the extensive Rayleigh scattering process, is used with short–scan inter-

ferometry and the HTT. The phase noise from Rayleigh scattering will, typically,

have a deleterious effect on interferometrically demodulated signal, as the signal’s

coherence is lowered.

For a two–beam interferometer, the multiplex disadvantage will maximise the

impact92 of the accumulated phase noise [15]. By using the common–mode rejection

provided by the complementary outputs of the all–fibre Michelson, and the high res-

olution the HTT enables with short–scan interferometry, robust, high–speed, high

resolution remote sensing with FBGs is demonstrated in chapter 6, with commer-

cially available off–the–shelf components.

91These systems are typically the highest resolution systems.
92As described in appendix D (page V.II D-1).
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Chapter 3

SpectroBragg characterisation

3.1 Introduction

This chapter reports on the development of a robust high–bandwidth (∼ 50 nm),

high–resolution (∼ 1 pm) and high–speed (∼ 0.1 ms) simultaneous demodulation

scheme, the SpectroBragg, for the individual sensing locations of FBG sensor ar-

rays forming sensor networks. There is a need for high–speed FBG demodulation

for applications such as in–flight monitoring of structures in the aviation/aerospace

sector, where the use of novel materials are meeting the limits of traditional sen-

sor technologies [1]. Distributed/multiplexed sensing arrangements also benefit by

simultaneous interrogation of the sensor array or arrays, e.g for the detection of

high–frequency vibrations [2].

Scanning systems are limited by the need to rapidly change direction while main-

taining a repeatable, consistent speed over the scanning window. The higher the

scanning speed the more limited the resolution achievable with that system com-

pared to when it is run at a lower speed. Acousto–optically modulated tuneable

filters enable fast and repeatable scanning.

An effective and simple alternative non–scanning high–speed demodulation ap-

proach uses edge filters, outlined in §2.4.1 (page V.I - 78), with high–speed detectors.

The disadvantage of edge filter approaches is the inverse resolution/bandwidth re-

lationship. Splitting the signal to use multiple edge filters/ detectors reduces the

SNR.

A diffraction grating/linear array based measurement system circumvents these

limitations enabling simultaneous high-resolution, high–speed measurement of mea-

surands (typically strain, temperature, pressure) of an FBG array. The FBG spectra
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3.2. THEORY

are spatially dispersed by the diffraction grating, as discussed in appendix D (page

V.II D-1), reducing the computation required to demodulate an array of sensors.

The aim of the SpectroBragg project was to develop a compact, custom spec-

trometer providing high–speed wide–bandwidth demodulation natively in the telecomms

bands, using a linear InGaAs array, enabling the lower cost telecomms fibre com-

ponents to be used1. The spectral bandwidth could then be extended to cover the

S,C, L & U telecomms bands (∼ 1460–1675nm) by sequentially addressing ∼ 50nm

bands across the ∼ 1460–1675 nm range, ideally at ∼ 2 s.

This chapter discusses the background theory to the SpectroBragg, details the

assembly of and characterises the completed spectrometer. The SpectroBragg is

employed in the subsequent two chapters.

3.2 Theory

3.2.1 Diffraction gratings

A diffraction grating is a regular series of diffracting obstacles2 that, when the re-

sultant wavefronts are added together for all the diffracting obstacles, produces a

set of unique angles where the wavefronts are in phase [3]. The angle depends upon

the wavelength of the incident radiation and obstacle spacing. For a fixed obstacle

spacing, and varying wavelengths, the wavelength spectrum can be obtained.

The phasor representation3 of the scalar plane wave solution to the general wave

equation is

E(r, t) = E0(r, t)e
i[ωt−k•x] = E0(r, t)e

i[ωt]e−i[k•x] (A.26)

A linear diffraction grating, consisting of a series of N equally spaced slits, as in

figure 3.1, is placed into the uniformly illuminating radiation, as described by [4].

Each slit contributes a component amplitude, a, having a relative phase difference

of ϕ from the neighbouring slit to the resultant amplitude, where [4]

Aeiφ = a(1 + eiϕ + ei2ϕ + ei3ϕ + . . .+ ei(N−1)ϕ)

= a1−eiNϕ

1−eiϕ

(3.1)

1At the time of the project proposal, linear InGaAs arrays had not been used in diffraction
grating based spectrometer systems, due to the technology for their commercial production being
then new.

2In transmission the obstacles are slits and in reflection the obstacles are grooves.
3The temporal part of the complex amplitude can be separated out for plane waves as all plane

waves have the same temporal origin [4].
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3.2. DIFFRACTION

The diffracted intensity is the square of the resultant amplitudes

I =
(

Aeiφ
)2

= a2 1 − eiNϕ

1 − eiϕ

1 − e−iNϕ

1 − e−iϕ
= a2 2 − 2 cosNϕ

2 − 2cosϕ
(3.2)

the phase term of which may be rewritten using the trigonometric identity

sin2 θ =
1 − cos 2θ

2

as

I = a2 sin2 Nγ

sin2 γ
(3.3)

where

γ =
ϕ

2
=
πd sin θ

λ
(3.4)

The intensity contribution from each individual slit, a2, may be rewritten as

a2 =
sin2 βφ

β2
φ

(3.5)

to give

I =
sin2 βφ

β2
φ

sin2Nγ

sin2γ
(3.6)

where βφ is the phase difference between the centre and edge of the beam. When N

is an integer multiple of π, then γ = pπ/N = 0, except for p = mN where m is an

integer multiple. Then the function is indeterminate. To cater for this case, it may

be shown that [4]

lim
γ→mπ

(

sinNγ

sin γ

)

= lim
γ→mπ

N cosNγ

cos γ
= ±N (3.7)

so the intensity at γ = mπ, when the phase term has a maximum, is N2 times

the intensity diffracted by a single slit. The locations where γ = mπ are called

principal maxima. Between principal maxima are a series of subsidiary maxima at

γ = (pπ/N) + (π/2)

3.2.1.1 Grating equation

The condition that a diffracted order exists is that the relative optical path difference

between individual slits or grooves should all be in phase, or out of phase, by integer

numbers of 2π radians, or a whole number of wavelengths, λ, i.e.

sin(θi) + sin(θd) =
mλ

d
(3.8)
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3.2. DIFFRACTION

Figure 3.1: Diffraction grating orders, after figure 2.8(a) of [4]

where θi is the incident angle, θd is the diffracted angle, d is the obstacle/groove

separation and m is the diffracted order, as illustrated in figure 3.1. This is the

general grating equation. m = 0 refers to the undeviated beam, or specular reflection

beam, for reflective gratings. The sign convention used here is that angles have the

same sign when they are on the same side of the grating normal, and change sign

when they cross the surface normal.

The first minimum on either side of a principal maximum occur at γ = ±π/N ,

so the angular half–width θ
′
of the principal maximum is

γ =
π

N
=
πd sin θ

′

λ
or sin θ

′

=
λ

dN
=

λ

Wg

(3.9)

where Wg = dN is the illuminated width of the grating. The principal maximum

profile may be modulated by additional terms when relative phase shifts are present

in the incident beam, as discussed in section §3.2.4.3 (page V.I - 140).
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3.2.1.2 Grating Dispersion

To determine how the diffracted angle varies with wavelength, the grating equation

is differentiated with respect to θd

∂

∂θd

[d(sin θi + sin θd) = mλ]

⇒ d cos θi

∂θi

∂θd

+ d cos θd = m
∂λ

∂θd

(3.10)

In a spectrograph arrangement, the angle of incidence is fixed, so ∂θi/∂θd = 0 and

the angular dispersion of the grating is given by

∂θd

∂λ
=

m

d cos θd

(3.11)

The linear dispersion, the change in distance, x, in the plane of the focused spectrum

with change in wavelength, is the product of the angular dispersion and the effective

focal length, f , of the focusing element

∂x

∂λ
= f

∂θd

∂λ
(3.12)

The grating resolution of a diffraction grating is a measure of its ability to sepa-

rate neighbouring spectral features. In grating terms, resolution and resolving power

are used interchangeably and distinctly in different sources. Resolution is preferred

in [3] as the term power has the mechanical meaning of the rate of doing work,

whereas [4] prefers resolving power as the whole spectrometer system can be said to

have a resolution, somewhat independent of the diffraction grating4. Here the term

grating resolution is used as the manufactured resolution of the grating is not dis-

cussed in detail, and the term (system) resolution is reserved for the SpectroBragg

as a device.

The Rayleigh criterion for resolution, RRayleigh, states that two features are re-

solvable if the maximum of the second feature occurs at the first minimum of the

first feature [3, 4],
λ

∆λ
=
Wgm

d
= mN (3.13)

The larger the width, Wg, of the grating, the greater the spectral line resolution will

be. When considered as a Fourier transform, the greater the number of diffracting

obstacles, the greater the definition of spatial frequency achieved and the presence

of side–lobes can be reduced. For improved resolution, improved side–lobe suppres-

sion and improved energy localisation, the widest ruled–area grating that can be

illuminated should be used.

4For example, where the detector is the limiting factor, or aberrations dominate.
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3.2.1.3 Grating Free spectral range

The diffraction grating has a principal maximum when γ = mπ. The integer m

allows for multiple orders to be diffracted, and so for λ2 = 2λ1, the first order (m = 1)

diffracted principal maximum of λ2 will be at the same angle as the second order

(m = 2) diffracted principal maximum of λ1. The free spectral range is the largest

wavelength range between a given order, m, which does not overlap an adjacent

order, m± 1 [4]

λ2m = λ1(m+ 1), λ1m = λ2(m− 1) (3.14)

so, to avoid overlapping orders,

λ2 − λ1 > λ1/m. (3.15)

3.2.1.4 Conical diffraction grating mounting

The diffraction grating surface normal, as used in this work, is in the plane of the

surface normals of the focusing elements. When the diffraction grating is not in this

plane the diffracted shape of an incident line is a curve following a conical curve and

the general diffraction equation has an additional term cos θc,

(sin(θi) + sin(θd)) cos θc =
mλ

d
(3.16)

where θc is the out–of–plane angle between the grating normal and the incident

beam [5]. This is termed the conical diffraction mounting [3]. The Littrow diffraction

grating mounting [3–5] aligns the angle of the diffracted beam, θd, with the angle

of the incident beam, θi, for a design wavelength. In order to access the diffracted

beam, the diffraction grating is set at an angle, θc, to have the diffracted beam above

or below the entrance aperture. In this arrangement the diffracted beam obtains

the conical curvature. The conical curvature of the diffracted beams makes use of

out–of–plane diffraction angles less appealing.

3.2.1.5 Ghosts and grating accuracy

Diffraction gratings are manufactured by either the ruled or interferometric/hologra-

phic methods [6, 7]. The ruled method involves mechanically inscribing the grating

onto a surface [8]. The interferometric/holographic method involves projecting an in-

terferogram onto photoresist material, then developing it [9]. This process is strictly

not a hologram, as phase information is not retained. However, the term is often

used.

The holographic method produces sinusoidal gratings, where the stability of the

interferogram determines the accuracy of the diffraction grating produced. Any in-
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stabilities in the recorded pattern will appear as phase–shifted gratings, and produce

‘ghosts’ when used as a spectrometer [10]. These are unwanted spectral artefacts

or modulation of the desired spectral profiles. The recommended tolerances for

the diffraction grating are that the grating be flat to λ/20 and the regularity of

the groove spacing be of the order of λ/100 [3]. The sensitivity of the grating to

manufacturing defects is, thus, wavelength dependent.

The grating used in this work for the SpectroBragg spectrometer was a copy

generated from a master produced by the interferography method.

3.2.1.6 Evanescent orders

The grating equation provides the diffracted angle with respect to the grating sur-

face normal, θd, for a given combination of incident angle, θi, wavelength, λ, and

diffracted order, m. When | sin θd| > 1, the diffracted beam is said to be an evanes-

cent order [3]. When | sin θd| < 1 the diffracted beam is a propagating order.

The radiation is coupled into surface plasmon modes in the grating surface. The

field normal to the grating surface is evanescent, i.e. it decays exponentially normal

to the surface and can usually only be detected on the order of wavelengths from

the surface [3].

3.2.1.7 Grating efficiency

Diffraction grating efficiency is defined as the fraction of incident monochromatic

radiation diffracted into a specific order [3]. The efficiency is not constant but

varies as a function of wavelength. The materials used in the grating can affect the

efficiency, either in terms of transmission or reflection coefficients.

With ruled gratings the profile can be changed to couple more radiation into

a specific order. Such a grating is termed a ‘blazed’ grating. For interferomet-

ric/holographic gratings, the modulation is symmetric and consists of a spatial sine

or cosine frequency component.

Normal illumination will, by mirror symmetry, generate symmetrical diffraction

orders with the positive and negative orders having equivalent power [9]. In most

cases the grating is not normally illuminated, and mirror symmetry is not preserved.

When one order is evanescent, the power coupled into the propagating order can

approach that of a blazed ruled grating.

For a sinusoidal grating modulation, the diffraction efficiency, ηm of the mth

order is [11]

ηm = J2
m(Ag) (3.17)

where Jm is an mth order Bessel function, and Ag is the amplitude of the grating

modulation or modulation depth. As the depth increases more radiation is coupled
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into higher orders [11] but the Fraunhofer approximation becomes increasingly less

valid, as there is an increased probability of the radiation interacting with more than

one surface. It is not possible to optimise a depth to produce only one diffraction

order [11].

3.2.2 Diffraction grating spectrometers

Diffraction gratings have been used in various types of spectrometer devices and

configurations to obtain spectral information [5, 8, 12–15]. The type of device used

in this work is a spectrograph. A spectrograph displays the whole spectrum at the

output, as opposed to a monochromator, which displays a small band at the system

resolution, i.e. a monochromatic signal5. The Ando OSA [16] referred to in this

thesis is a double–pass scanning monochromator.

Historically, the monochromator was favoured over the spectrograph as the spec-

trograph suffered from stray light, and was limited to film as the detector. The

advent of the CCD array increased the popularity of the spectrograph design, as

the spectrum could be read out quickly and used in a computer without the need

to mechanically scan as in the monochromator [14, 17, 18].

Ecke provides an example of a typical modern use of Čzerny–Turner spectrom-

eters [19]. A silicon CCD array is used as the sensing element. The CCD based

Čzerny–Turner linear spectrometer design has been successfully commercialised as

the BlueBox FBG sensor system6. However, silicon CCD arrays are not sensitive

to IR radiation around 1550 nm, and so do not benefit from the lower costs and

ubiquity of components available to the telecomms bands.

The highest resolution7 for a given illumination is provided by the Michel-

son. While typically operated as scanning devices, stationary Michelson devices

are achieved by replacing temporal scanning with spatial scanning across an ar-

ray [20]. The spatial scanning systems still require the type of post–processing as

the temporal scanning system. This is discussed further in appendix D (page V.II

D-1).

The Fabry–Perót provides the next best resolution. The Fabry–Perót has a

small free spectral range and does not allow the tailoring of energy, e.g. blazing.

Diffraction grating spectrometers follow the Fabry–Perót in terms of resolution for

a given illumination. However, the access to that spectral information reverses the

performance order. The diffraction grating provides easier access to the spectral

5There is no formal classification scheme. A useful classification scheme is presented in §12.2
of [14].

6From JENAer Meßtechnik GmbH, Structure Health Monitoring System - BlueBox
(http://www.jenaer-mt.com/web/index.php/lang-en/fiber-bragg-sensorsystem/59-structure-
health-monitoring-system-bluebox?format=pdf).

7For the devices considered.
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information than the Fabry–Perót or the Michelson interferometers.

There are different designs of non–scanning diffraction grating spectrometer, gen-

erally grouped into plane– and concave–grating arrangements [5, 14]. The concave

diffraction grating mountings use a concave diffraction grating with a fixed radius of

curvature to disperse and focus the signal in one component. The geometric aber-

rations are part of the diffraction grating performance, and make the component

more expensive.

The spectrometer design used for the SpectroBragg is a Čzerny–Turner design

[5, 14]. The Čzerny–Turner design consists of an input aperture at the focal length

of a collimating spherical mirror, which reflects the collimated radiation onto the

diffraction grating. The diffracted order is focused by a second spherical mirror onto

the detector, as illustrated in figure 3.2.

Figure 3.2: Schematic of Čzerny–Turner for SpectroBragg. The reflected signal
from the FBGs is collimated by the first mirror, diffracted onto the focusing
mirror which concentrates the radiation onto the InGaAs array.

The Čzerny–Turner is similar to the Ebert–Fastie design which replaces the two

mirrors with a single mirror arranged in auto–collimation. The Ebert–Fastie and

the Čzerny–Turner are the two principle plane diffraction grating mounts8 [14]. The

Čzerny–Turner design has the advantage of allowing different focal lengths for the

two mirrors.

The component cost of manufacturing a Čzerny–Turner spectrometer is compar-

atively cheap9, requiring two spherical focusing elements, a plane diffraction grating,

8The Monk–Gillison [14] mount is a simpler mount to construct but retains sufficient aberrations
so as not to be considered.

9Compared to a scanning diffraction grating spectrometer or a concave grating spectrometer.
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and their mounts [14]. As discussed in section §K.2 (page V.II K-5), the Čzerny–

Turner can also eliminate coma aberration, but retains spherical aberration and

astigmatism [14].

Plane diffraction gratings are typically cheaper than concave diffraction grat-

ings. They also have advantages over concave gratings in terms of imaging quality:

the image will be stigmatic, if anamorphic. The usable wavelength range of plane

diffraction gratings is typically larger than for concave gratings [14].

The entrance aperture, or field, of spectrometers has traditionally been a slit,

either linear or a long arc of a circle [13]. The slit was typically a few microns

wide, and provided an identifiable feature for detection. The length of the slit also

allowed more radiation from the source to be passed through the spectrometer. The

SpectroBragg is fibre coupled, so that the source is confined to the guided mode of

the fibre. As such, the end face of the fibre can be used as the entrance slit. The

diameter of the fibre core is ∼ 10µm, which is of the order of traditional slit widths.

The detector array used in the SpectroBragg is linear, i.e. 1 × 512 pixels. The use

of linear or curved entrance slits would result in perfectly focused radiation falling

outside, above or below, the area of the pixel. By using a point entrance source, the

energy concentration at the detector should be higher.

Geometric aberrations impose a significant limitation upon the performance of

Čzerny–Turner-type spectrometers, as the paraxial condition cannot be maintained

without beam obstruction. The illumination of the diffraction grating by non–

collimated light is not ideal as the performance of a diffraction grating is typically

specified in terms of collimated illumination. A discussion of the Seidel geometric

aberrations is provided in appendix §K.1 (page V.II K-1).

The most significant of the Seidel aberrations of concern are the astigmatism

and coma which alter the spectral profile, although the field curvature is enhanced

in such a compact arrangement compared to traditional sizes. Fortunately, the

Čzerny–Turner can be arranged to minimise astigmatism and coma, as is discussed

in the next section.

3.2.2.1 Čzerny–Turner mount

The Čzerny–Turner mount has the advantage of minimising coma [14] aberrations

inherent to spherical mirrors. To remove astigmatism a curved entrance slit was

historically used so that the astigmatism of the system produced a straight image.

Curving the film of the spectrograph or using a rotating platform for the spectrom-

eter reduced spherical aberrations.

In the absence of the diffraction grating, the two mirrors in the Čzerny–Turner

could compensate for aberrations by symmetry. The presence of the diffraction

grating breaks the symmetry, and the aberrations cannot be fully eliminated.
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The SpectroBragg design uses a linear InGaAs array with no moving parts. Field

curvature’s effects could be minimised in an analog spectrometer and spectrographs

by moving the detector along the mean surface in a spectrometer or curving the film

to conform to the mean surface in a spectrograph. The linear array prevents these

techniques being applied and the aberrations are a limiting factor to the spectrom-

eter operation [5, 18].

Rosendahl derived an optimised configuration which describe the optimum angles

for the elimination of coma in spectrometers with radii R1 = R2 [21]. This was

improved by Shafer et al. [22] taking R1 6= R2 to give

sin β

sinα
=
R2

1

R2
2

cos3 β

cos3 α

cos3 θi

cos3 θd

(3.18)

where the angles and lengths are as illustrated in figure 3.3. Equation (3.18), known

as the Rosendahl cos–cubed equation, describes the arrangement of angles that pro-

duce the best approximation to the ideal symmetrical compensation of aberrations.

Figure 3.3: Selecting angles to minimise aberrations in a Čzerny–Turner spec-
trometer. R1 and R2 are the radii of mirrors M1 and M2, respectively.

Plane reflection diffraction gratings have the advantage that they do not exhibit

the chromatic focal shift present in transmission diffraction gratings [23]. If colli-

mated radiation is not used the plane diffraction grating may produce coma. By

design M2 compensates for aberrations introduced by M1, and so the diffraction

grating is illuminated with non–collimated radiation.
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3.2.3 Super–resolution by signal analysis for SpectroBragg

The SpectroBragg’s detector was a linear array of 512 elements. The 512 elements

spanned a bandwidth of ∼ 70 nm. Each detector would therefore observe a spec-

tral window width of ∼ 0.13 nm on average. An FBG signal, with the remaining

aberrations, typically illuminated several pixels. Native sub–nanometre resolution

of the peak wavelength was not possible. Achieving picometre or sub–picometre

super–resolution required signal analysis.

To achieve super–resolution, three signal processing approaches were considered:

1. Centroid calculation,

2. Curve fitting,

3. Cubic spline interpolation.

The computational complexity increases with each approach; however, the theoret-

ical accuracy increases too.

3.2.3.1 Centroid approach

The centroid calculation is a weighted average sum:

λc =

N
∑

i=1

Iiλi

N
∑

i=1

Ii

(3.19)

where Ii is the intensity recorded at the array element centred on λi for N array

elements.

The calculated centroid wavelength does not necessarily indicate the peak loca-

tion of the profile. For any asymmetric profile the calculated centroid location will

not be located at the maximum intensity. This makes the centroid value sensitive to

any changes in the profile in addition to movements of the profile in the wavelength

direction.

Where the profile remains unchanged the centroid calculation is a fast and ef-

fective measure of the profile movement. Profile changes, which limit the reliability,

include the presence of noise on the signal.

The centroid calculation is used to calculate the super–resolution for the Spec-

troBragg signal processing, with the rationale for this decision provided in §3.4.2.1.

3.2.3.2 Non–linear regression curve fitting

Curve fitting is the non–linear least–squares regression fit of a suitable function to

the captured data. A suitable function is chosen to match the general profile shape.
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The suitable function, of more than one parameter,10 describing the theoretical

profile is provided. The combination of parameters which provides the minimum

residual between the data and fit is taken to describe the data profile. The profile

can then have the centroid calculation performed upon it, or, if a unique profile peak

exists, the profile function is differentiated and the evaluated turning point used as

the peak value.

This process has the potential to be the most accurate, as known information,

the profile, is used to determine the location. Additionally, the effects of signal noise

are constrained by the profile being fit to the data, and removed once a solution is

obtained. The profile is then used for peak location, rather than the data.

For standard telecomms FBGs the spectral profile is usually Gaussian [24],

G(x; a) = G(x, σ, µ, γ) = Ae[−( |x−µ|
2σ )

γ
] (3.20)

For flat–top FBGs, such as the novel anisotropic FBGs characterised in Chapter 4,

the spectral profile is better described by a super–Gaussian profile [24],

SG(x; a) = SG(x, wSG, µ, γ) = Ae

h

−
“

|x−µ|
wSG

”γi

(3.21)

which are plotted in figure 4.3 (page V.I - 179).

The general approach to determining the optimal fit is termed Levenberg–Marqu-

ardt minimisation [25]. Given the set of unknown parameters to be optimised, x,

the first step is to supply an initial guess for the parameters to be fit, p, e.g. the

at–rest values of G or SG. The Jacobian, the first order partial derivatives of the

function to be fitted, a, with respect to the components of x, are taken

J
a
(x) =

∂a

∂x
=













∂a1

∂x1

∂a1

∂x2
· · · ∂a1

∂xN

∂a1

∂x1

∂a1

∂x2
· · · ∂a1

∂xN

...
...

. . .
...

∂aM

∂x1

∂aM

∂x2
· · · ∂aM

∂xN













(3.22)

Solving the linear equations [26] gives

(

JT
k Jk + λfitI

)

pk = −JT
k rk (3.23)

where p is the approximate solution to be improved, J is the Jacobian matrix; I

is the identity matrix, and λfit is the Levenberg–Marquardt parameter; and rk =

y(x) − pk−1(x), the residual vector between the approximate solution and the data

to be fitted. λfit is used to get an improved approximate solution, as it alternates

10A function of one parameter is simply linear regression.
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between steepest descent and inverse-Hessian methods [25]. An initial solution, p0,

needs to be provided, but this may be no more than an approximation of the at–rest

profile as it converges towards the data rapidly, at first.

A conservative value of λfit = 0.001 is taken, which controls the alternation be-

tween the two convergence approaches incorporated into the Levenberg–Marquardt

method.

There is also the general numerical problem of obtaining the desired global min-

imum versus a local minimum. The convergence profile will not be known ahead of

the calculation, and the convergence criterion may never be achieved, or may time

out, if trapped in a local minimum. This can potentially lead to sudden jumps in

the determined peak location due to the different convergence conditions from one

set of data to another. As the Levenberg–Marquardt method is an iterative process,

the most significant limitation is the unknown time taken to converge on a solution

of set quality, or the quality of a solution obtained in a fixed time. Also unknown

is the relative quality of that solution when compared with solutions obtained from

preceding and subsequent data. The profile may not match the supplied function

which will also affect the convergence time.

However, the presence of noise can affect the convergence time significantly.

The effect of noise can be reduced by sampling the spectrum at greater resolution,

limiting the effect of individual pixels, but this requires an array with more pixels

or reduced wavelength bandwidth.

3.2.3.3 Cubic Spline interpolation

The cubic spline approach fits a cubic spline to the data. The cubic spline in-

terpolation scheme calculates values between the captured data points using the

interpolation formula that is smooth in its first derivative and continuous in its

second derivative, both within the interval and at the captured data points [27].

Given data point indices x1 < x2 < . . . < xn; n > 3, with their corresponding

data values yk; k = 1, . . . , n, the cubic polynomial

Sk(x) = Ak +Bk(x− xk) + Ck(x− xk)
2 +Dk(x− xk)

3 (3.24)

is defined, so that S is twice continuously differentiable. The cubic spline calculation

is typically faster than the curve fitting approach. The cubic spline equation can

be differentiated to obtain the turning point, and, using the parameters obtained

from the fitting of the cubic spline to the data, the location of turning points will

coincide with the peak(s) in the data.

This approach suffers from the roughening effect of differentiation. Any noise

in the system is thus exacerbated. Additionally, the spline fitting will try to follow
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the noise so that the combined effect of the spline fit and the differentiation can be

considerable enhancement of the presence of noise, and thus on the uncertainty of

the measurement value returned.

3.2.3.4 Thresholding and noise

The disadvantage of using the above approaches is that they are sensitive to noise.

The spline, and to a greater extent the non–linear regression curve fitting, have

subtle non–linear responses to noise. In general, these approaches benefit from

pre–processing to reduce the impact of noise. Pre–processing can be as simple as

averaging data. Such pre–processing does have the penalty of delaying the overall

system response time.

The process of thresholding [28] is the partitioning of data dependent upon

whether data values are greater than a threshold level. Data values above the

threshold are retained and those below the threshold set to zero. The thresholded

data may be used to eliminate the contribution from noise below a certain SNR

level, tlevel. The threshold function is given by

Tlevel(x) =







f(x), f(x) ≥ tlevel

0, otherwise
(3.25)

Directly thresholding data with noise is more difficult. The approaches of data

smoothing or edge–detection discussed in [28] would limit the resolution that is to

be achieved.

Ares and Arines have reported [29] that the use of thresholding modifies the

Gaussian statistics for data [30]. This can introduce an offset in the determined

centroid, depending upon the ordinates vertical distance from the thresholding value.

As the signal intensity for the various FBGs and lasers was variable, and hence the

signal to noise ratio was not approximately constant, the impact of this effect upon

changing signals varied.

3.2.3.5 Alternative data selection method

To limit any possible effects of thresholding upon the centroid calculation, while

eliminating as much unwanted noise as possible, a rectangular window of data was

taken about the maximum value, xmax, in a range containing one signal. The window

was specified as the data in the range xmax − n : xmax + n. This differed from

the thresholded data in that the optimum window was found to be approximately

the width of the signal at the background level, and so retained points just above

background noise. The window approach produced results with less noise and jumps

in value, than the thresholding approach for the same dataset.
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3.2.4 Depolarising signal

Diffraction gratings are in general polarisation–sensitive. Designing polarisation

insensitive diffraction gratings is an ongoing area of research [31]. The polarisation–

sensitivity for the grating used in the SpectroBragg is shown in figure 3.7 (page V.I

- 143).

If the state of polarisation, SOP, of incident radiation is variable and unknown

then the spectrum at the array is a function of both the spectral distribution and

the SOP of the radiation. The diffraction grating can be considered as a polarisation

analyser in addition to a spectral disperser. Non–uniform SOP changes will appear

as spectral changes across the bandwidth of the array for an otherwise stationary

system.

There are two variables and one equation, with the simplest approach being to

fix one variable and solve for the other. As the wavelength spectrum is of interest

the SOP must be fixed.

The historical approach has been to depolarise the signal immediately before the

entrance slit, effectively removing the polarisation as a variable. The spectrometer

as a whole is presumed to introduce no changes in the SOP apart from the diffraction

grating itself. By effectively depolarising the signal before it enters the spectrometer,

all SOPs are equally populated and so the diffraction grating has only a wavelength

dependence. The polarisation–sensitive efficiency is reduced to a general wavelength

dependent efficiency.

An alternative approach is to lock the SOP to a single fixed value for either

all wavelengths or for a fixed SOP per wavelength. Again, the polarisation depen-

dence is made constant (or constant for each wavelength), and the temporal spectral

changes are dependent upon wavelength only.

Approaches to reducing the polarisation–sensitivity are the subject of chapter 5.

To summarise, the two principle depolarisation schemes are the Lyot depolariser [32]

and the polarisation scrambler [32] or Billing depolariser [33].

3.2.4.1 Lyot depolariser

The Lyot depolariser11 operates by pseudo–depolarising a spectral window dλ. The

greater the retardation of a section, the narrower the window dλ will be. A wave-

length dependent retardation is introduced so that in the window dλ all polarisa-

tion orientations are populated equally. The Lyot has the advantage of being a

passive device. The spectral window that the Lyot depolarises must, necessarily,

be smaller than the minimum spectral range resolved by the spectrometer, lest the

polarisation be partially recovered. Consequently, the lengths required to depolarise

11The theory is discussed is §5.2.1.1 (page V.I - 219).
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high–coherence sources may be prohibitive in cost or in transmission losses.

3.2.4.2 Polarisation scrambler

The polarisation scrambler is based upon the Billings depolariser [33]. The Billings

depolariser can depolarise monochromatic radiation, i.e. dλ → 0. The Billings

depolariser consists of two rotating retarders with different rotation frequencies in

a 1 : 2 ratio. Instead of depolarising over a spectral window the Billings depolarises

over a temporal window. The faster the retarders can be made to spin, maintaining

the 1 : 2 ratio, the shorter the temporal window required.

Polarisation scramblers generalise the Billings temporal approach with varying

schemes to temporally change the retardation, so as to keep the monochromatic

depolarisation advantage. Fibre based temporal scramblers have been reported,

e.g. [34]. As the polarisation scramblers are active devices and require that the

moving components maintain their relative frequencies, polarisation scramblers are

typically more expensive than Lyot–based schemes. Being active devices they must

be powered and may generate noise, potentially restricting environments where it

can be used.

3.2.4.3 Talbot Bands and Channelled Spectra

The objective of depolarising the signal entering a spectrometer is to ultimately

reduce intensity variations in the captured spectrum due to either different wave-

length having different SOPs or temporal evolution of those SOPs. Ideally, polar-

isation changes would be eliminated and the spectrum would be dependent upon

wavelength.

The fibre Lyot depolariser consists of two lengths of PM fibre in series, with their

axes arranged at π/4 to each other. The PM fibre has a fast and a slow axis, which

is achieved by anisotropic geometry of the fibre, achieving a difference in effective

group refractive index, ngf
− ngs = ∆ng. ∆ng is sufficiently large that the temporal

delay over the beat length (equation (2.84) (page V.I - 51)) decorrelates any random

SOP change. In effect the orthogonal SOPs of radiation (λ) not uniformly launched

into either axis experiences two paths over a length l of fibre, with an optical path

difference of

∆ngl > λ (3.26)

If the path lengths in the Lyot are not long enough to depolarise a signal, i.e.

2π rotation over the spectral element ∆λ, when observed by a spectrometer with

resolution > ∆λ, then the phase shifts introduced by the OPD between the fast and

slow axis will appear as phase shifts within ∆λ. Figure 3.4 illustrates the effect,

for two wavelengths of a spectrum. The blue light is in phase and experiences
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Figure 3.4: Talbot band effect: A phase delay is inserted into part of a beam
illuminating a diffraction grating, e.g. by a glass slide, of thickness d. The
phase delay introduced between the two paths combines with the phase delay
introduced by the diffraction grating to shift the relative phase difference by, (a)
integer, m, multiples of ±π, i.e. constructive interference; and (b) ±mπ+ π

2
, i.e.

destructive interference. (After Jahns et al. [35].)
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constructive interference. The green light is π out of phase and so experiences

destructive interference. Within the spectrum appears a periodic channelling that

does not represent the true spectrum.

As the Lyot design is two lengths at π/4, a signal at any polarisation orienta-

tion will experience a phase shift, with the majority of orientations experiencing

two phase–shifts. The Lyot behaves as two sequential Mach–Zehnder interferome-

ters, with the complementary outputs co–propagating12. The phase shifts manifest

themselves as spectral sub–structure within the envelope of the depolarised signal

profile. When the sub–structure is only evident either in the negative or positive

diffracted orders it is termed Talbot bands [35, 36]. The more general condition is

termed channelled spectra [37–39] or fringes of equal chromatic order [40].

The diffraction grating separates the various wavelengths into angles, thus re-

covering the phase differences. Depending upon how fast the phase changes with

wavelength, the modulation of the envelope can be rapid or slow, manifesting itself

at different resolutions.

The effect is to modulate the phase of the signal’s constituent wavelengths, so

that at the detector the phase changes modulate the signal intensity, altering the

spectrum. Inadequate depolarisation using a Lyot may make the intensity changes

captured by the detector greater by modulating the phase. If the signal does not have

widely varying SOPs, then the phase changes dominate, and may, by destructive

interference, reduce the signal intensity to the minimum defined by the ratio of

signal power in the fast and slow axis. Alternatively, if the signal has orthogonal

components, then interference is minimised and the grating’s polarisation efficiency

dominates. For random SOPs, the dominant effect may change randomly between

the two processes.

For the effective use of the Lyot depolariser the minimum spectral window to be

observed determines ∆λ. If ∆λ is greater than the minimum spectral window to be

observed, the use of the Lyot depolariser may introduce worse system performance

than without.

3.3 Experimental apparatus/setup

The aim of the SpectroBragg work was to build a spectrograph with an InGaAs

array. The advantage of the InGaAs array is the sensitivity to telecomms band

wavelengths. Devices designed for telecomms applications, such as WDM, have the

advantage of defined channel spacings that conforming equipment must meet13. In

12Minus coupling losses from the discontinuity in waveguide geometry at the splice point.
13Coarse WDM, ITU–T G.694.2 [41], has channel spacings of 20 nm, and dense WDM, ITU–T

G.694.1 [42], has channel spacings of ∼ 0.1 nm.
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a sensing configuration, the nominal wavelength of sensors, and their operational

range, may not match the channel spacings. The spectrometer would need not to

present a per channel interface, as several sensors may reside in the channel, or a

sensor may occupy two channels.

The motivation for this work was to develop a device similar to the Čzerny–

Turner–based device reported in [19], but using an InGaAs array in place of the

CCD array. The InGaAs array technology is not as advanced as the more mature

CCD technology, and similar pixel densities were not available.

The intended resolution and spectral range of the SpectroBragg was ∼ 1 pm and

50 nm, respectively. It was originally intended to use a Sensors Unlimited14 1024

element array. This would give a native resolution of ∼ 49 pm, with super–resolution

to the desired 1 pm in software based post–processing. It was not possible, however,

to procure the 1024 element array. A 512 element Hamamatsu InGaAs array was

the alternative chosen. The G9214-512S InGaAs array was supplied by Tec5 Ag,

Oberursel, Germany as the array was not available for retail sale directly from

Hamamatsu.

In contrast to the Ando OSA used in chapter 4, the objective of the SpectroBragg

was not to accurately obtain high resolution spectral data. The type of sensors

envisioned to be used with the SpectroBragg would be standard (e.g. telecomms)

FBGs. The SpectroBragg would return a high resolution measurand value via a

single high resolution wavelength value obtained by spectral averaging and super–

resolution post processing.

The SpectroBragg design thus did not provide a highly resolved spectral profile.

The design did provide a wide spectral range and high resolution value for the

centroid value of the sensor reflected spectrum.

3.3.1 Tec5 Array

The SpectroBragg included an InGaAs array manufactured by Hamamatsu Photon-

ics, model G9214-512S. The array had 512 pixels in two 256 interleaved arrays, with

a pitch of 25 µm. The pixel size was 25 × 500 µm. The array was cooled via an

integrated Peltier thermo–electric cooler, TEC, packaged with the array in the array

housing, shown in figure 3.5. The array and TEC were packaged and combined with

interfacing electronics and cooling by Tec5 Ag, Oberursel, Germany to provide one

512 output via USB. The InGaAs sensor housing is shown in figure 3.5 with the

control unit and data cable.

The array was connected by a USB2 cable to a data–capture PC. The array was

14Sensors Unlimited, Inc. are now named Goodrich ISR systems. Goodrich Corporation acquired
Sensors unlimited in November 2005. From Sensors Unlimited, Inc., part of Goodrich Corporation.,
About Us: The History of SWIR Imaging (http://www.sensorsinc.com/background.html).
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Figure 3.5: InGaAs array mounting with USB controller unit.
Inset shows array in housing.

controlled by a customised LabVIEW program, based upon a supplied LabVIEW

program from Tec5 Ag. The system had a maximum read-out time of 30 ms, but

was performance limited by the hard–disk databus write speed on the controlling

PC to ∼ 80 − 100 ms.

3.3.2 Newport plane diffraction grating

The diffraction grating governs the maximum spectral resolution of the Spectro-

Bragg. The mirror M2 allowed the tuning of the linear resolution provided by the

diffraction grating, by adjusting the parameter R in figure K.11 (page V.II K-16)

and equation (K.30) (page V.II K-17). The mirrors are discussed in the next section,

§3.3.3. The design requirement of a small area footprint also restricts the diffraction

grating choice.

The larger the number of grooves/mm the larger the dispersion achieved. As

the number of grooves/mm approaches the design wavelength, the angles at which

diffracted radiation remain real decrease for non–normal incidence, as shown in

figure 3.6. These considerations for the SpectroBragg are discussed in §3.4.1.3 (page

V.I - 152).

For the calculation of figure 3.6, equation (K.27) (page V.II K-15) was rear-

ranged in terms of r. An M2 width of 50 mm was assumed for wtotal, as the largest,

cheapest mirrors available were of 50 mm diameter. The mirrors are discussed in

the next section, §3.3.3. The full mirror width was taken, so the angles shown are

the maximum possible from equation (K.27) (page V.II K-15).
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Figure 3.6: The distance between the diffraction grating and M2,
r, shown when plotted against diffraction grating grooves/mm and
diffracted angle, θd. The value of r is obtained by rearranging equa-
tion (K.27) (page V.II K-15) in terms of r. The constant blue area
denotes complex (evanescent) diffracted angles. To obtain a smaller θd

a smaller number of grooves/mm is desirable.

Figure 3.7: Diffraction Grating polarisation efficiency curves
for telecomms region, after Newport efficiency curves for
53-*-175H grating. (http://gratings.newport.com/products/

efficiency/effFrame.asp?sku=020$|$53-*-175H)
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The diffraction grating chosen needed to have at least the same dimensions as

the mirrors, so a minimum size of 50 mm was required. Again, the cheapest high–

quality holographic diffraction gratings available at the required size were sought.

Newport holographic diffraction gratings met the requirements. Gratings available

and recommended for use in the telecomms bands were 750, 900, 1050, 1200, 1312

and 1350 grooves/mm. In order to keep the incident and diffracted angles as small

as possible, and the aberrations at a minimum, the 750 grooves/mm grating was

selected.

The diffraction grating used is described in table 3.1. The TE and TM diffraction

efficiencies are shown in figure 3.7.

catalogue number 53067BK01-175H
serial number 5218-1-2-1-1-2-2-5
grooves/mm 750
blank material BK
coating Aluminium
Recommended Spectral Region 850 nm − 2.3 µm
Wavelength of Maximum

1.2 µm
Efficiency (unpolarised)

Ruled area15 46 × 46 mm
Blank size16 50 × 50 × 10 mm

Table 3.1: Newport specifications for SpectroBragg diffraction grating.

3.3.3 Concave mirrors

The optimum angles that M1 and M2 are oriented at with respect to the diffracted

design wavelength are determined by equation (3.18) (page V.I - 132). The position-

ing of M2 may also be restricted by the requirement that the diffracted or reflected

beams not be obstructed by other components, nor obstruct the directed radiation

of other components.

As shown in figure K.8 (page V.II K-14), the placement of M2 can reduce the res-

olution of the spectrometer when placed too near the diffraction grating, or spread

a spectral feature across several array diodes. This may facilitate post–processing

based super–resolution when placed further from the diffraction grating, but achiev-

ing a lower SNR.

Conversely, the spectral bandwidth observed by the array is increased when M2 is

closer to the diffraction grating and reduced when M2 is further from the diffraction

grating.

15Groove length × ruled width.
16Diameter or length × width × thickness.
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The largest, cheapest mirrors available were of 50 mm diameter. The mirrors

were available from Thorlabs and available in four focal lengths: 50, 100, 150, and

200 mm. A 150 and 200 mm lens were acquired.

The 150 mm mirror was used for M1 and the 200 mm mirror used for M2, as the

150 mm mirror would obstruct other components.

Figure 3.8: Block diagram of the SpectroBragg plan layout.
The FC/PC holder & mount and mirror M1 are fixed relative
to each other by the focal length, fM1

, and angle α (defined in
figure 3.3, page V.I - 132). The mirror M2 and InGaAs array
are fixed relative to each other by the focal length, fM2

, and
the angle β (figure 3.3). The diffraction grating has freedom to
intercept the reflection from M1 along its path. M2 is restricted
in the distance from the diffraction grating. The one area of
overlap is highlighted by cross–hatching.

Figure 3.8 shows a block schematic of the SpectroBragg layout. The blocks

encompass the plan area occupied by the component and its mounting. The mirror

M1 is fixed with respect to the FC/PC holder and its mount by the angle α, figure
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3.3 (page V.I - 132), and fM1
. The mirror M2 is fixed with respect to the InGaAs

array by the angle β and fM2
, and with respect to the diffraction grating by the

length r and the requirement that α be collinear with θd(λdesign) at the centre points

of M2 and the diffraction grating.

The placement of the diffraction grating with respect to M1 is the largest degree

of freedom. However, taking aberrations into account, the distance should not be

very large. For the SpectroBragg two considerations restricted the length between

M1 and the diffraction grating. The first was the requirement for the SpectroBragg

to have as small a footprint as possible. The second was the need to keep the

components as close to the edge of the optical bench as possible17.

The one area of overlap has been coloured yellow. This was minimised in terms

of its impact by the fact that the cross–section of the beam was approximately

Gaussian, and so less energy was contained in the obstructed part of the beam.

Additionally, the M2 mount did not occupy the full footprint shown, at the 75 mm

optical plane. No other position provided less obstruction.

The two concave mirrors were supplied by Thorlabs. One mirror had a focal

length of 150 mm and the other of 200 mm. This allowed for flexibility in the

resolution at the array plane. The mirrors were based on a N–BK7 blank, then

ground to shape. The ground surface was coated with aluminium and a thin layer

of SiO2 placed onto the metal to protect the metal finish.

The common mirror specifications are given in table 3.2:

Clear aperture > 90% of diameter
Front surface flatness < λ/4 at 633 nm
Front surface quality 40–20 scratch-dig
Diameter tolerance18 +0.0 / − 0.2 mm

Table 3.2: Thorlabs specifications for SpectroBragg Mirrors.

3.3.4 Prism

The prism was employed to direct the signal perpendicular to the spectrometer

optical plane, as the InGaAs array mount was more stable parallel to the optical

bench. The prism also reduced the accumulation of dust onto the cover–slide over

the array. The prism used was of unknown origin. It is likely to be made of BK7,

but this cannot be confirmed. It was the only right–angle prism available for this

work.

17This requirement is discussed further in §3.3.5.
18Ravg > 90% from 400 nm to 10.0 µm.
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The prism also had the indirect advantage of preventing stray light in the optical

plane from impinging upon the array, unless the light entered the prism. In this

regard it behaved as an aperture or stop.

Prisms are frequently used to provide negative dispersion to the diffraction grat-

ing, to tailor the diffraction based dispersion. As this prism was of unknown ma-

terial, the dispersion aspect of the prism is unknown, and cannot be considered as

part of the design.

A potential approach to extending the bandwidth of the SpectroBragg was to use

the vertical triangular facets of the prism as mirrors to extend the span that could

be demodulated. The triangular facets could be silvered if necessary, to achieve

the reflection of the diffracted beam. The SpectroBragg would then switch between

the original and reflected bandwidths, possibly by using a fibre switch. The prism

available had ground glass (frosted) triangular faces to facilitate handling of the

prism. A product search for clear or mirrored triangular facets failed to locate any

prism suitable for the project.

3.3.5 SpectroBragg Apparatus construction

The construction of the SpectroBragg was complicated (compared to constructing

interferometers) by the need to align several components in relation to the pro-

ceeding components using large angles with converging and diverging beams. Each

component could be configured with relative ease with respect to one neighbouring

component in isolation, where available space was not an issue. However, the subse-

quent component became substantially more difficult to align with equal accuracy, as

space was now restricted. Additionally, the expanded beam had low intensity, which

required a darkened environment; the effect of this was that positioning and align-

ment occurred in the near–dark making locating equipment and accurately fixing it

with clamps difficult. To compound the difficulties, the SpectroBragg spectrometer

design was to be as compact as possible, occupying a small area footprint, limiting

the space available for alignment.

The apparatus was constructed at the corner of an optical bench to minimise

the influence of acoustic noise vibrations on the spectrometer. The optical bench

used did not meet the manufacturer’s vibration claims, and was likely to have been

faulty. As such, certain acoustic modes were not effectively damped. By placing the

apparatus at the corner, the amplitude of any vibrations would be minimised.

The assembly steps taken to complete the SpectroBragg are detailed in appendix

§L.3 (page V.II L-4). The use of the optical components employed in the assembly

is not typical of spectrograph design. The unwanted degrees of freedom retained

by the commercial off–the–shelf components added significantly to the time needed

V.I - 147



3.3. SPECTROBRAGG APPARATUS

for assembly. The most detailed advice for assembly and alignment that was found

in the literature was given in [43]. The advice is, to have the people creating the

spectrograph optical table, drill holes into the optical table to facilitate alignment.

The Čzerny–Turner design was not a crossed Čzerny–Turner, despite the appear-

ance. θd was smaller than θi so that the spectrometer layout appears crossed, as

shown in figure 3.9. The assembled SpectroBragg is shown in figure 3.10.

Figure 3.9: Schematic layout of the Čzerny–Turner spectrom-
eter arrangement, due to diffracted angle of 1550 nm radiation.
The numbers are as in figure 3.10.
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Figure 3.10: The assembled SpectroBragg apparatus, emphasised against the
associated apparatus.
1: AMA025/m platform with HFB003 FC/PC fibre holder,
2: Collimating mirror KS2D,
3: Diffraction grating mount,
4: Focusing mirror KS2D,
5: Photodiode array mount,
6: KL02 kinematic positioner,
7: Prism mount,
8: Prism.
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3.4 Results/Discussion

3.4.1 SpectroBragg Construction

The aim of the SpectroBragg work was to produce a small footprint spectrograph,

that operated natively in the telecomms IR bands and would allow the use of com-

ponents developed for the telecomms industry to be employed. The use of the

telecomms IR bands would allow distributed and remote sensing arrangements to

be demodulated. The design chosen can be described as compact [14], i.e. < 1/4 m,

as the largest focal length is 1/5 m.

The SpectroBragg design was to obtain sub–picometre resolution through post-

processing, while providing a wide operational spectral bandwidth. These are not

complementary objectives, with gains in one limiting the other.

The SpectroBragg should minimise aberrations as far as was possible. The pres-

ence of aberrations could limit the free–spectral range of sensors demodulated by the

device. Additionally, severe aberrations could introduce profile changes that would

adversely affect the post–processing to achieve super–resolution.

The SpectroBragg components were aligned using both 635 nm and 1550 nm

radiation, up to the diffration grating. Thereafter, only 1550 nm radiation was

suitable. An IR card was used for the visualisation of the 1550 nm radiation. The

assembly of the SpectroBragg, with all alignment steps is detailed in appendix §L.3

(page V.II L-4).

3.4.1.1 SpectroBragg assembly angles

The Rosendahl equation (3.18) (page V.I - 132) was used to determine the optimum

angles α, β and θi for a design wavelength of 1550 nm. The three independent

variables do not allow a unique solution to be obtained. The layout shown in figure

3.10 shows that the angle α was constrained by the entrance aperture obstructing

θd. The minimum value of α that could be used was therefore set by the equipment.

Figure 3.11 shows the parameter β numerically evaluated19 for the four values of

α =
π

100
,
π

50
,
π

10
,
π

6
. Using both the physical constraints and equation (3.18) (page

V.I - 132) the angles used were α ∼ 15◦, θi ∼ 47◦ and β ∼ 18◦. The angles were

achieved to within the measurement accuracy of the equipment available.

19The other quantities from equation (3.18) (page V.I - 132) were R1 = 15 cm, R2 = 20 cm, and
θd obtained from equation (3.8) (page V.I - 124), with m = 1 and d = 750 grooves/mm.
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Figure 3.11: β evaluated using the Rosendahl cos3 equation,
(3.18) (page V.I - 132), for four values of α = π

100
, π

50
, π

10
, π

6
.

3.4.1.2 SpectroBragg wavelength angles

The use of the 0.15m mirror for M1, with a fibre numerical aperture of 0.1420 resulted

in a spot diameter at the focal length of ∼ 40 mm, while the diameter of the mirror

is 50.8 mm, which made the fibre aperture the field stop22 prior to the diffraction

grating23. The ruled surface of the diffraction grating was 46 × 46 mm, but at the

assembled angle of ∼ 43◦ presents a surface of ∼ 33.6 × 46 mm

The use of commercially available off–the–shelf, COTS, parts enabled the Spec-

troBragg to be constructed with cheap components (apart from the array). The

disadvantage of the use of general purpose components was the unwanted degrees of

freedom present during assembly [44]. These degrees of freedom, and the ability to

measure them, contributed to the aberrations present in the final design, but were

unavoidable given the measurement and alignment capabilities during the assembly.

For example, the protractor used to determine the angles was accurate to the degree

mark, but the calculated angles could not be accurately marked upon the optical

table.

The focusing mirror M2 will not reflect equal radiation for uniformly illuminated

diffracted orders for all wavelengths. At a certain angle the mirror clipped the

diffracted spot beam. Mirror M2 was at a distance of ∼ 0.24 m from the diffraction

20Strictly quoted for 1310 nm21, but should not differ significantly at 1550 nm, so as to alter the
result.

22The field stop is the effective aperture experienced by the radiation.
23The ellipse presented by the angling of the mirror at ∼ 15◦ had a minor axis length of 49.1mm;

thus, it did not affect the conclusion.
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grating. The diffracted angles for 1535 nm and 1567 nm differed from 1550 nm

by approximately ∼ −0.73◦ and ∼ 0.83◦, respectively. A representation of the

geometrical clipping is shown in figure 3.12.

Figure 3.12: (a) Approximate graphical representation of the
collimated spot overlap with the diffraction grating area. (b)
Representation of overlap of the focusing mirror and the prop-
agating diffracted first order, m = 1 spots for wavelengths
1535 nm, 1550 nm and 1567 nm at the respective diffracted an-
gles.

The location of the best focal distance is

(

1 − 1√
3

)

R2 = 0.42R2 ∼ 0.17m from

[14], where R2 is the radius of curvature of M2. This provides the best approximation

to a planar focal surface. The positioning of the prism and array as independent

objects made it difficult to measure distances from the mirror surfaces. The array

was placed where the brightest spot was obtained. The two astigmatic focal points

were determined and the array and prism placed roughly midway between these

extremes, approximately 1 cm apart. Then the array and prism were moved until

the circle of least confusion was found, providing the maximum energy density at

the pixel.

3.4.1.3 Evanescent orders

The first grating considered for the SpectroBragg was a 1100 lines/mm grating of

the same width and height. The dispersion of the 1100 lines/mm grating would

allow for a shorter focal length for mirror M2. The range of diffracted angles was
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limited as the diffracted orders became evanescent, as shown in figure 3.13 for a

design wavelength of λ = 1550 nm. The propagating/evanescent cutoff is illustrated

by the red line.

The limited diffracted angles, coupled with the need for the diffracted radiation

not to be obstructed by subsequent components, caused the

1100 lines/mm grating to be unsuitable.
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Figure 3.13: Plot of propagating and evanescent diffracted
angle against incident angle, for first order, m = 1. Diffrac-
tion gratings with 750 lines/mm and 1100 lines/mm with λ =
1550 nm.

It was calculated that the best diffraction grating would have

∼ 650 lines/mm and would need a focal length of 0.35 m to replace the intended

resolution of the 1100 lines/mm grating. The closest available diffraction grating

was at 750 lines/mm. Given the need to keep the size of the spectrometer as small

as possible, the 0.35 m focal length was unsuitable in an uncrossed Čzerny–Turner.

It was decided to use the 0.2 m focal length mirror for M2 and the 0.15 m mirror

for M1. The linear dispersion curves for the (0.15 m, 1100 lines/mm) and (0.2 m,

750 lines/mm) arrangements are shown in figure 3.14.

The large angles needed for the 1100 lines/mm grating restricted the placement

of components and resulted in severe changes in anamorphic diffracted image shape

across the bandwidth of interest.
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Figure 3.14: Plot of linear dispersion against incident angle,
for first order, m = 1. Diffraction gratings with 750 lines/mm
and 1100 lines/mm with λ = 1550 nm.

3.4.2 SpectroBragg Signal processing

3.4.2.1 Choice of algorithm

The centroid algorithm was chosen for both its speed and simplicity. Although

susceptible to noise, the centroid algorithm did not suffer from the noise present

in the SpectroBragg data more than the alternative algorithms. The computation

time was also predictable, being a single iteration algorithm.

The non–linear regression curve fitting exhibited severe convergence issues. The

magnitude of λfit can produce different convergence times with results of varying

precision. It was not uncommon for a dataset fit with a small λfit to eventually

fail to converge at one data profile. The larger the value of λfit, the faster the

convergence but the greater the spread of the resulting data, as the convergence was

prematurely stopped for some data profiles. The approximation of a function such

as G or SG, using at most ∼ 10 data points, makes the convergence performance

unpredictable.

The cubic spline interpolation approach was similarly sensitive on an individual

data profile basis. The interpolation procedure’s attempt to follow the data meant

that noise could produce unpredictably large spikes that complicated wavelength

determination using the first derivative of the spline. Restricting the current value

to the region about the previous value did not aid in the elimination of spurious
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peak values, as the noise about the base of the FBG or laser profiles produced

large oscillations, as the spline attempted to fit to the rapid oscillations. The most

effective approach to eliminating spurious peak values was to average many data

runs to suppress individual noise fluctuations. This requirement made the cubic

spline slower than the non–linear regression curve fitting at the data capture step,

and did not provide much of an improvement over the centroid calculation.

3.4.2.2 SpectroBragg data capture

The SpectroBragg data were read over a USB2 connection by a custom LabVIEW

program based upon a LabVIEW VI program supplied by Tec5. The program saved

the data to disk in a binary format. Matlab was then used for signal processing.

The data capture PC limited the data capture speed. The data were written

in binary format by the LabVIEW program to a single file for the duration of

the experiment. The initial invocation of the program captured data close to the

array speed of 30 ms; however it rapidly dropped to ∼ 100 ms after a few hundred

iterations.

The transfer of data via USB2 to the data capture PC could be affected by

interrupt requests within the PC. Consequently, it was not possible to be certain that

the data would be uniformly sampled, as was the case with the National Instruments

DAQ card used for the work in chapter 6, which had its own internal data buffer.

3.4.3 Preliminary SpectroBragg work

To determine that the SpectroBragg would provide a locally linear response, and

determine the temporal stability of the system, three Thorlabs WDM telecomms

lasers at 1535nm, 1549nm and 1566nm were used. The telecomms lasers were tune-

able over a ±1nm range. The performance of the SpectroBragg was characterised at

the centre, 1549 nm, and near the edge24, 1566 nm, of the array. The experimental

arrangement is illustrated schematically in figure 3.15.

Figure 3.16 shows the captured spectrum using the 1534 nm and 1566 nm lasers.

The inset figure illustrates the offset voltage between the two 256 element interleaved

arrays.

The time taken for the tuned laser to reach stability was several hours, as op-

posed to the quoted time of 15 min in the manufacturer’s specifications. This was

tested by observing a change in the tuned laser wavelength overnight, which ap-

proached a stable asymptote after ∼ 8 hours. The effect on the SpectroBragg could

24This was the furthest from the design wavelength of 1550 nm for which a stable source was
available.
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Figure 3.15: Schematic arrangement to test temporal stability of the Spectro-
Bragg and characterise linearity of local response.
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Figure 3.16: Two telecomms–band lasers were used for the SpectroBragg cal-
ibration, 1534 nm and 1566 nm. Inset shows the different background voltages
from the interlaced 256 arrays, for channel numbers 400 − 439.
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be minimised by waiting an hour for the laser to stabilise before taking data, as the

rate of change was not significant over the experiment time scale of minutes.

It was also observed that the tuning dial on the telecomms laser control chassis

had what appeared to be backlash, where the dial, when set to a value, was at a

different position when arriving from a lower or higher value. It appeared, from test-

ing, that the displayed resolution of 10 pm was less than that achieved by the tuning

dial. This effect was minimised by only moving the dial slowly in one direction, until

the display changed.

Both lasers were given what was considered to be sufficient time to reach internal

equilibrium, after which 10002 frames were captured. The 1534 nm laser was kept

constant, while the 1566 nm laser was increased by the minimum configurable step

size of 10 pm in one direction. The stability of the 1534 nm laser would improve

towards the asymptote over the datasets, while the 1566nm laser only had an hour’s

stability.

The dataset was analysed using the centroid calculation on the central peak

window. The profiles for the 1566 nm and 1534 nm lasers are shown in figures 3.17

and 3.18, respectively. The corresponding traces are indicated by the same colour.

It can be seen that the laser traces exhibit drifts over time and are not correctly

located relative to each other. Two possibilities were considered; that the lasers

were not yet at thermal stability and that the SpectroBragg had a (thermal) drift.

To determine whether the drift was introduced by the SpectroBragg itself, the

1566 nm laser was corrected by subtraction of the 1534 nm laser. Any systematic

movements introduced by the SpectroBragg would then be removed. The recali-

brated 1566 nm data is shown in figure 3.19. The temporal stability is improved for

most of the traces, and their relative positions are correct. The systematic effects

of the SpectroBragg dominated after the above steps were taken to minimise laser

effects. Henceforth, a laser reference was used to provide correction for systematic

drifts in the system25.

Two experiments were performed to determine the local linearity of the Spec-

troBragg response. The first was to analyse the above data by averaging the 10002

data points to return the mean centroid value in channel numbers. In order to scale

the channel numbers to wavelength, the initial centroid positions of the 1566 nm

25The long wave systematic wavelength drifts were likely due to ambient temperature changes.
The temperature of the laboratory could change faster than the laboratory air–conditioning would
respond, e.g. when a door was left open. Additionally, the air–conditioning thermostat sensitivity
would have allowed small changes to occur beneath its minimum sensitivity. The optical bench
would have expanded or contracted during these small changes. The short wave oscillations are
likely of acoustic origin. As stated, the bench displayed a strong acoustic resonance at the lower
end of the human voice range. An opaque, cardboard box was placed over the SpectroBragg to
protect it, prevent stray light entering and limit dust deposition on the components. It is possible
that acoustic standing waves could have formed within the box, adding to vibrations.
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Figure 3.17: SpectroBragg stability test, laser tuned from 1566.13 nm to
1566.18 nm in 10 pm steps.
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Figure 3.18: SpectroBragg stability test, the reference traces of the 1534.08nm
laser. The colours correspond to traces in figure 3.17.
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Figure 3.19: 1566.13 nm to 1566.18 nm recalibrated by subtraction of corre-
sponding 1534.08 nm data.

Set Wavelength Calculated Standard slope of fit
(nm)±0.01 nm [45] Wavelength (nm) deviation (pm) (channel number/s)

1566.13 1566.130 0.15 0.001
1566.14 1566.139 0.15 0.04
1566.15 1566.146 0.16 −0.08
1566.16 1566.153 0.17 −0.11
1566.17 1566.163 0.47 0.35
1566.18 1566.169 0.16 −0.02

Table 3.3: Mean calculated centroid wavelength, standard deviation and slope
of linear fit to channel number against time plots for set wavelength data shown
in figure 3.20.
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and 1534 nm lasers were taken to be equal to 1566.13 nm and 1534.08 nm, and

that scale applied to the other data. Figure 3.20 shows the plot of the mean over

the 10002 data for each calculated wavelength against the set wavelength from the

tuneable laser. The values are tabulated in table 3.3. The wavelength accuracy of

the tuneable laser is 10 pm [45], which is ∼ 102 larger than the associated standard

deviations obtained from the 10002 data points. The slopes of the linear fits to the

data in figure 3.19 are also tabulated.
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Linear: norm of residuals = 0.0016322

Figure 3.20: Recalibrated 1566.13 nm to 1566.18 nm data averaged, with cor-
responding standard deviations against set wavelength values. The oscillation
about the linear fit is possibly as a result of backlash in the tuneable laser tuning
dial.

To determine the performance at the centre of the SpectroBragg the 1566 nm

laser in figure 3.16 (page V.I - 156) was replaced with a tuneable 1549 nm laser.

Figure 3.21 shows the captured spectrum using the 1534 nm and 1549 nm lasers

which is not dissimilar to figure 3.16, in terms of the spectral profile at 1549 nm.

Data were captured for a series of 10 pm steps. Using the 1534 nm data as a

reference, the recalibrated 1549 nm data is shown in figure 3.22. The irregular step

sizes shown may have been due to the backlash of the laser dial, despite efforts to

minimise it.

The mean over the 10002 data for each wavelength against the set wavelength

from the tuneable laser is tabulated in table 3.4 and shown in figure 3.23.
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Figure 3.21: Two telecomms lasers for the SpectroBragg calibration, 1534 nm
and 1549 nm. Inset shows the different background voltages from the interlaced
256 arrays, for channel numbers 400 − 439.
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Figure 3.22: 1549.52 nm to 1549.61 nm recalibrated by subtraction of corre-
sponding 1534.13 nm data.
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Figure 3.23: Recalibrated 1549.52 nm to 1549.61 nm data averaged, with cor-
responding standard deviations against set wavelength values.

Wavelength Calculated Standard slope
(nm) Wavelength (nm) deviation (pm) of fit

1549.52 1549.520 0.22 −0.04
1549.53 1549.537 0.19 −0.01
1549.54 1549.542 0.34 −0.29
1549.55 1549.555 0.22 0.05
1549.56 1549.563 0.28 0.20
1549.59 1549.592 0.25 0.09
1549.60 1549.607 0.48 0.45
1549.61 1549.621 0.25 −0.03

Table 3.4: Mean calculated centroid wavelength, standard deviation and slope
to linear fit of set wavelength data shown in figure 3.23.
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The standard deviation is effectively unchanged between the two lasers at 1549 nm

and 1566 nm. The slopes of the linear fits to the traces over time are comparable;

however, the slope of the wavelength response is different. The slope of the wave-

length response of the SpectroBragg is nearly unity, 1.06, at the centre of the array.

This is the design wavelength, and would be expected to have the best performance.

At 1566 nm the slope of the wavelength response is 0.79.

The SpectroBragg spectrometer provided stable data once a stabilised reference

system was used.

3.4.3.1 Sub–picometre system resolution

The next phase in characterising the SpectroBragg was to determine the maximum

resolution that could be obtained via the signal processing. The ‘native resolution’26

of the array was, on average, ∼ 0.13 nm. The intent of this work was to obtain sub–

picometre system resolution, i.e. super–resolution, via signal processing.

The tuneable lasers, which had a configurable resolution27 of 10pm, were unsuit-

able for this part of the experiment. The laser could be used as a reference as the

quoted stability of < 2 pm over 24 hours would be sufficient for the duration of the

data capture.

In order to provide wavelength changes smaller than that achievable with the

tuneable laser, an FBG was strained with increasing strain increments that would

provide sub–picometre wavelength changes28. The apparatus used is described in

chapter 4, and shown in figure 4.10 (page V.I - 188). The apparatus is shown

schematically in figure 3.24. A length of fibre ∼ 1.3 m long29 containing the FBG

to be strained was mounted onto a fixed platform at one end and a translatable

platform at the other.

The translation stage was an Ealing MacroMech stage with a PMC encoder

driver. The driver had a minimum movement resolution of 0.02µm. Using the linear

strain equation (2.56) (page V.I - 39) provides a strain of 0.7 µε for an extension,

∆ℓ = 1 µm over the fibre span length, ℓ = 1.3 m. Using the strain response of the

anisotropic FBGs30 discussed in chapter 4, of 0.75 × 10−6
µε−1, gave a wavelength

change of ∼ 0.81 pm.

A minimum visible step size of ∆ℓ = 0.5 µm produced a wavelength change of

26The ‘native resolution’ is the spectral range on the array divided by the number of pixels.
27As stated above, the lasers did seem to be tuneable below 10 pm, but without any indication

on the display.
28The SpectroBragg was intended to operate with an FBG as instrument reference. Here, the

advantage of the tuneable laser is the quoted specification of the wavelength stability. An FBG
as instrument reference has the advantage of lower cost and being a passive device. The FBG’s
broader profile would allow comparable determination of the reference and signal wavelengths.

29This was the longest continuous length of fibre available with an FBG.
30This preserved the spectral profile under the strain setting used in this work.

V.I - 163



3.4. PRELIMINARY WORK

Figure 3.24: Schematic arrangement to determine the SpectroBragg sub–
picometre resolution capability.
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Figure 3.25: Strain steps of 0.5 µε every 5 seconds.
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Figure 3.26: Magnified view of figure 3.25, with differences (i − (i − 1)) for
index i.

∼ 0.4 pm. Figure 3.25 shows the centroid calculated response for incremental steps

of ∼ 0.4 pm every 5s over 14minutes. Figure 3.26 shows a magnified section with the

centroid data differences. The differences are calculated by yt−yt−1 for the centroid

peak position, y, at time t. The changes in step are visible; hence, a resolution

of ∼ 0.4 pm is possible. The stability requirements to employ this resolution for

measurements of unknown measurands was not met by the laboratory conditions,

and, hence, the minimum step size used in experiments was typically an order of

magnitude greater.

A step size of ∼ 0.2 pm was attempted. The encoder driver was near the limits of

its performance with this step size. The encoder would move by a regular number of

counts when the step size was ∼ 0.4 pm, but failed to consistently register changes

in counts at step sizes of ∼ 0.2 pm. The effect was for the stage to accumulate step

increments and then move by the accumulated step size. The SpectroBragg may be

able to observe wavelength changes lower than ∼ 0.4 pm, but it was not possible to

test this with the equipment available.

The sub–picometre requirement of the SpectroBragg was achieved, and provides

the instrumental resolution limit of ∼ 0.4 pm.
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3.4.4 Comparison of the SpectroBragg to contemporary spec-

trometers

After the construction of the SpectroBragg was completed, and during the cali-

bration work, a commercial diffraction grating based spectrometer, SDH-IV, using

the Hamamatsu G9214-512S InGaAs array was announced by Solar Laser Systems,

Minsk, Belarus31. Also, Yokogawa Electric Corporation, Japan had the WDM200

WDM monitor spectrometer available from 2002 to August 200632. The Spectro-

Bragg performance is compared against these alternatives in table 3.5.

SpectroBragg Yokagawa wd200 Solar SDH-IV

Wavelength Range 70 nm 40 nm 190 nm
Readout Resolution < 0.5 pm 1 pm ±6 pm
Readout Repeatability < 0.2 pm ±5 pm ±3 pm
Number of FBGs readable(1) ∼ 70 ∼ 40 ∼ 190
Sampling Interval 30 ms 10 ms – 360 ms 7.3 ms

Table 3.5: Comparison of the SpectroBragg spectrometer performance against
Solar Laser Systems, Belarus, and Yokogawa, Japan. (1) Assuming 1 FBG per
nm spacing.

The SpectroBragg device was mounted onto an optical bench and consisted of

generic optical components, whereas the commercial spectrometers were custom

engineered mounts with optimised components. The SpectroBragg provided a wider

spectral window then the WD200 unit, but not as wide as the maximum offered by

the SDH-IV. The SpectroBragg provided greater resolution than that quoted by the

commercial units, but the environmental limitation of the laboratory prevented the

testing of the operational limit. The speed of the SpectroBragg was limited by the

supplied read–out electronics and cooling system. As the SDH-IV could sample at

7.3 ms, it should be possible to achieve this speed with the SpectroBragg. However,

it may require the replacement of SpectroBragg controller electronic components

between the array and computer.

3.5 Conclusion

The development of a custom Čzerny–Turner type spectrometer, the SpectroBragg,

with native sensitivity in the telecomms bands is reported. The SpectroBragg

31From SDH-IV High–Aperture Compact Spectrometers, SOLAR Laser Systems, Minsk
(http://www.solarls.eu/pdf/data sdh.pdf).

32From WD200 WDM Monitor, Yokogawa Electric Corporation, Japan
(http://www.yokogawa.com/rd/pdf/TR/rd-tr-r00034-004.pdf).

V.I - 166



3.6. REFERENCES

spectrometer consists of a Hamamatsu InGaAs array, with 512 pixels, observing

a ∼ 70 nm bandwidth centred at ∼ 1550 nm.

Using a stable reference source, good wavelength repeatability was obtained33.

The use of the centroid algorithm enabled super–resolution beyond the averaged

native resolution of ∼ 0.13 nm to be obtained. The best system resolution that was

obtained in tests using the equipment available was sub–picometre wavelength res-

olution, < 0.5 pm. This was observed by the recovery of a periodic signal. However,

the vibrational sensitivity of the system, either the SpectroBragg itself or the sensor

under test, reduced the operational resolution.

The SpectroBragg was intended to provide sub–picometre resolution using a

1024 pixel InGaAs array over a bandwidth of 50 nm. The implemented Spectro-

Bragg design achieved sub–picometre resolution with 512 pixels, over a bandwidth

of ∼ 70 nm. The additional pixel density would have improved the SNR in the cen-

troid calculations, but would double the data transmitted to the PC and increased

processing time. The extended spectral bandwidth arose, primarily, from the re-

striction of the components due to availability and physical extent of components.

Commercially available diffraction grating spectrometers use machined mount-

ing plates, upon which the optical components are attached. This reduces the dif-

ficulties in component placement. The components of the SpectroBragg are COTS

optical components, obtained from catalogues. Despite the non–specialised compo-

nent mounts, the SpectroBragg maintained a consistent performance over the years

it operated, indicating that the components were not unsuitable for long term use.

The mounting components used had unused degrees of freedom, and future work

could look at the use of cheaper mounting components, which provide reduced de-

grees of freedom. The assembly of the SpectroBragg on a movable optical bench or

optical board would have been beneficial. However, the alignment process outlined

in appendix §L.3 (page V.II L-4) does require a larger area than the finished device

occupies.

The SpectroBragg was used in the characterisation of a novel FBG, as reported

in chapter 4, and for the polarisation work reported in chapter 5.
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Chapter 4

Strain characterisation of novel

anisotropic fibre Bragg gratings

4.1 Introduction

This chapter discusses the strain characterisation of a novel anisotropic fibre Bragg

grating, FBG, inscribed in Corning SMF–28 standard telecomms fibre. The technol-

ogy to produce these novel anisotropic FBGs, using a two–photon process at 264nm,

was developed by Professor David N. Nikogosyan [1,2]. The two–photon process at

264nm is more efficient at FBG inscription, allowing FBGs to be inscribed faster [3],

e.g. on the fibre drawing tower. The inscription of the FBG was undertaken by S.

A. Slattery and Prof. D. N. Nikogosyan of the Femtosecond Group at University

College Cork.

At low intensity UV only a single photon interaction is likely. The two–step

(photon) process requires the molecule to remain in the excited state from the first

photon long enough for the second photon interaction. Long lifetimes (∼ 1 ms)

or high intensities (106 − 108 Wcm−2) [2] achieve this result. The distinction be-

tween two–step and two–photon processes lies in the intermediate state. A two–

step process has a real intermediate step and a two–photon process has a virtual

intermediate step [2]. A two photon process therefore requires a higher intensity

(109 − 1011 Wcm−2) [2], than an equivalent two–step process. In approximately ge-

ometrically isotropic1 SMF–28 fibres that have not been hydrogen loaded3, these

1Corning states that “SMF–28 meets or exceeds ITU–T Recommendation G.652”2, which spec-
ifies a core/cladding concentricity error of ≤ 0.5µm and a permitted mode field diameter tolerance
of ±0.7 µm.

3Hydrogen loaded SMF–28 fibres experience a strain relaxation upon inscription [4].
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FBGs become anisotropic during the inscription process. The conditions for two–

photon excitation occur more frequently on the side of the fibre on which the UV

is incident. The resulting transverse strain pattern is shown in figure 2(b) in [4].

A symmetrical pattern is established about the plane containing the core and fibre

edge nearest the phase mask. The stress experienced in this plane is approximately

0 . . . 10MPa, whereas the stress orthogonal varies between ∼ −10 . . . 0MPa for most

of the cladding. The fibre therefore has a strong asymmetric stress distribution,

producing an anisotropic FBG.

The FBGs are, thus, structurally anisotropic in isotropic fibre, i.e. the FBG

has a reflectivity dependent on the state of polarisation, SOP. A more generally

available anisotropic FBG is achieved by inscribing a structurally isotropic FBG in

anisotropic fibre, highly birefringent or polarisation maintaining, PM, fibre [5], as

discussed in §2.2.8.4 (page V.I - 55). These novel anisotropic FBGs can thus be

compared and contrasted against isotropic FBGs in both isotropic and anisotropic

fibres.

The main experimental objective of this chapter is to characterise the strain re-

sponse of these novel anisotropic FBGs and to test their applicability as strain sen-

sors. Standard telecomms FBGs have been demonstrated as strain sensors [6–14],

and these novel FBGs would complement and compete with standard FBGs. An

objective was thus to determine whether the anisotropy in these novel FBGs con-

ferred any particular advantages in comparison with nominally axially–symmetric

types (although it should be noted that all FBGs exhibit some degree of anisotropy,

albeit generally to a much lesser extent). The investigation required apparatus suit-

able for applying axial strain but not inducing clamping, bending or other transverse

stress–induced birefringence in the fibres containing the FBGs. Ideally the appara-

tus should

• be reusable and capable of quick turnaround between sample FBGs,

• allow control over the applied strain and provide quick and repeatable strain

conditions,

• be experimentally extensible to facilitate new experiments.

This chapter discusses the development of a flexible apparatus designed and built

to characterise the strain response of the novel anisotropic FBGs; the comparison of

these novel FBGs with standard telecomms FBGs as strain sensors; and discovery

of possible strain/temperature discrimination by using the distinctive response of

these novel anisotropic FBGs to both strain and temperature. The results of the

strain characterisation and FBG comparison work have been reported at the third

European Workshop on Optical Fibre Sensing [15] and in IEEE Sensors Journal [16].
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4.2 Theory

4.2.1 Isotropic and anisotropic FBGs

The basic theory of FBGs is covered in section §2.3 (page V.I - 62), and assumes

that the resultant FBG consists of radially uniform refractive index changes (i.e.

longitudinal structure only). Such a purely isotropic grating structure exhibits no

intrinsic polarisation–sensitivity (ignoring any present in the geometry or form of

the fibre).

In reality slight anisotropies do occur. The fibre core itself will not be perfectly

uniform. The ITU–T Recommendation G.6524 specifies the geometric tolerances a

single–mode optical fibre needs to meet. The mode field diameter, is to be uniform

within ±0.7 µm. These deviations from the idealised core–cladding structure are

the origin of Rayleigh scattering by fluctuations [17–19].

Manufacturing techniques can reduce the magnitude of these effects. The align-

ment of the core and focusing region can be determined by trial and error on a

single fibre, and then repeated by automated positioning devices. The polarisation

of the inscribing UV beam can be made to lie in the plane of the fibre core. The

UV absorption by the core is so low (∼ 1 dB [20] across the core diameter) that the

difference in flux for Type I FBGs is small across the core, and for Type II FBGs

the two–side approach can reduce the birefringence [21], as discussed in section G.1

(page V.II G-2).

High–birefringence or polarisation maintaining, PM5, fibres are fibres designed

with large linear birefringence values, B. Upon the fibre preform being drawn and

cooled, large permanent birefringence is incorporated to effectively isolate orthogonal

polarisation states from each other, as described in §2.2.8.4 (page V.I - 55).

The FBGs strain–characterised in this chapter are distinct from effectively isotro-

pic FBGs6, including those in highly birefringent fibres, as the grating structure is

strongly asymmetric, hence anisotropic. The two–photon inscription process is re-

sponsible for the strong anisotropy in the geometry of the FBG. By using the three

birefringence cases listed in §2.2.8 (page V.I - 50) to compare the birefringence due

to inscription, Bins, with induced birefringence, Bind; the isotropic FBG’s inscribed

birefringence is then case 3, |Bins| ≫ |Bind|; the anisotropic FBG’s inscribed bire-

fringence is either case 2 or 1, |Bins| / |Bind|. An FBG inscribed into PMF would

be case 1 except for larger Bind, e.g. large strain values.

Apart from the refractive index modulation the material and waveguiding prop-

4From Corning SMF-28e+ optical fiber with NexCor Technology product information, Corning
Inc. (http://www.corning.com/WorkArea/showcontent.aspx?id=27659).

5Introduced in §2.2.8.4 (page V.I - 55)
6As discussed in §2.3.3.3 (page V.I - 72), ‘isotropic’ FBGs are weakly anisotropic
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erties of the anisotropic FBG in SMF–28 remain those of the initial SMF–28 fibre,

after inscription. As such, the anisotropic FBG exhibits preservation of its flat–top

spectral shape comparable to that of isotropic FBGs spectral shape preservation.

4.2.2 Inscribing anisotropic FBGs in isotropic fibre

The two–photon, 264nm femtosecond pulse technology was developed by Prof. Niko-

gosyan [2]. The inscription of the anisotropic FBGs was undertaken by S. A. Slattery

and Prof. Nikogosyan. What follows is a summary of the writing process as provided

by Prof. Nikogosyan for the strain characterisation paper [16].

Standard SMF–28 with 3 mol.% Ge–doped fibre was sensitised in a hydrogen

atmosphere at 150 bar and 75 ◦C for 2 weeks to enhance the fibre’s photosensitivity.

264nm femtosecond pulses, Gaussian in both space and time, generated by Nd:glass

laser (Twinkle, Light Conversion Ltd. Lithuania), were used to inscribe the FBGs.

The pulse duration was 220 ± 10 fs [22], and the beam width was 1.51 ± 0.05 mm.

The UV pulses were focused onto the fibre by a fused silica cylindrical lens of

focal length 21.8 cm, through an Ibsen Photonics phase–mask. The phase–mask

had a pitch, ΛPM, of 1.07 µm and thickness of 1 mm to minimise losses due to two–

photon absorption in the phase–mask substrate. Most of the energy in the incident

UV pulses is distributed into the ±1 diffraction orders.

The focused beam width was approximately equal to the width of the stripped

fibre. The horizontal diameter was 3 mm, or the gauge length of the FBG. The

relative accuracy of the fluence (∼ 0.68kJ/cm2) and intensity (∼ 70GW/cm2) were

1 and 4% respectively. The phase–mask7 produces an FBG of pitch ΛFBG = ΛPM/2.

The induced refractive index modulation, ∆nFBG, and mean index, ∆n, were

calculated using the expressions given in [23]:

∆nFBG =
λB

πηLFBG

tanh−1(
√

RFBG)

=
λB

2πnLFBG

ln

(

1 +
√
RFBG

1 −
√
RFBG

) (4.1)

∆n =
neff∆λres

η λres

=
∆λres

η ΛPM

=
∆neff

η
(4.2)

where RFBG is the reflectivity of a uniform grating; LFBG is the gauge length of the

FBG; λB is the FBG operation wavelength; ∆λres is the shift in the peak wavelength

from its initial position; ∆neff is the effective index change; and η is the mode overlap

parameter (fraction of the fibre mode power contained in the core), which can be

7Introduced in §2.3 (page V.I - 62).
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estimated from

η =
π2d2K2

NA

λ2
B + π2d2K2

NA

(4.3)

where d is the fibre core diameter and KNA is the numerical aperture of the fibre.

The anisotropy of these FBGs arises due to both the SOP of the inscribing

femtosecond–UV pulses and the geometric asymmetry of the writing process, i.e

refractive index changes in the cladding and core [2,4]. Unlike typical FBGs (written

using single–photon 244 nm UV), the multi–photon high–intensity pulses result in

an asymmetric index change that produces higher polarisation dependent loss, PDL.

These FBGs are closer to PM fibre inscribed FBGs in their asymmetry, but

closer to standard isotropic FBGs in their spectral response to changing measurands.

The temperature response of the reflection wavelength of the FBGs was measured

by Nikogosyan et al and was in the range (0.9 − 1.1) × 10−2 nm/◦C [3], which is

comparable to standard isotropic FBGs [24].

4.2.3 Use of FBGs as sensors

Figures 4.1 and 4.2 show the spectral profiles of a sample anisotropic FBG and a

sample standard isotropic FBG (supplied by Laser2000 Ltd., UK). The anisotropic

FBG is deliberately of poor quality with a significant side–lobe on the shorter wave-

length side, and noticeable ripple. These FBGs were chosen by Dónal Flavin for

their rich sub–structure, and are not representative of typical FBGs produced by

the Femtosecond Group. As a consequence, all the anisotropic FBGs supplied were

extremely rich in side structure. Figure 17 of [3] shows a cleaner anisotropic FBG

reflection profile from approximately two years before these were characterised.

The FBG equation, equation (2.99) (page V.I - 63), is modified to incorporate

the anisotropy of the refractive index

λ FBG = 2n eff • Λ FBG (4.4)

ΛFBGx = ΛFBGy at inscription as they are produced by the phase–mask, ΛPM. From

equation (G.5) (page V.II G-5), however, neffx will be of different strength to neffy,

(

neffx

neffy

)

=

(

n co

n co

)

+

(

∆nx

∆ny

)

(4.5)

where n co is the common initial refractive index and ∆nx 6= ∆ny are the inscribed

refractive index modulations. At inscription the modulation terms have common

Bragg wavenumbers of the FBG defined by the phase–mask.

In use, the polarisation states (x, y) will not remain totally isolated (discussed

in §2.2.8 (page V.I - 50)), and, unless viewed with polarisation–sensitive detectors,
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Figure 4.1: Example profile of anisotropic FBG profile. The side lobe is not
representative of the process and was specifically requested. Note the flat–top
profile.
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Figure 4.2: Typical profile of standard FBG. Note the Gaussian profile.
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both (x, y) FBGs will be recorded together. Thus, it is convenient to define the

average and differential wavelength

λBavg
=
λBx + λBy

2
λBdif

=
λBx − λBy

2
(4.6)

and similarly average and differential refractive indices

navg =
neffx + neffy

2
ndif =

neffx − neffy

2
(4.7)

to give
∆λBavg

λBavg

∣

∣

0

= εσz
+

∆navg

navg|0
(4.8)

and
∆λBdif

λBavg

∣

∣

0

=
∆ndif

navg|0
(4.9)

The separation of the (x, y) FBG peaks is described by ∆λBdif
, which is smaller

for these anisotropic FBGs than for FBGs inscribed into PM fibre.

Equation (4.8) indicates that the averaged signal behaves just as a theoretical

isotropic FBG would, and so we can treat ∆λBavg
≡ ∆λisotropic, once ∆λBdif

remains

small, i.e. the profile remains unchanged at the resolution of the demodulation

system.

4.2.4 Signal processing considerations

The most common parameter used to determine ∆λB is the location of the spec-

trum’s maximum. For a spectral profile such as figure 4.2 the position of the maxi-

mum intensity may be a suitable approach if the noise is not significant. Otherwise,

averaging of spectra can reduce the noise to recover a usable ∆λB for sensing pur-

poses; however, sufficient averaging depends upon the noise level at the peak. The

use of averaging requires accepting slower temporal resolution or the use of faster

equipment to maintain a given temporal resolution.

For FBGs with a flat–top profile, as in figure 4.1, noise becomes more limiting.

The flat–top means that a peak determination using the position of the maximum

may not be centred on the spectrum8, and the presence of noise has a greater effect,

requiring more averaging.

Additionally, flat–top spectra have been encountered more frequently in PM

fibres, where the two orthogonal FBG spectra produce large relative movements that

can produce split double–peaks [25, 26]. These complications have dissuaded many

8This is not a problem for changes if the same part of the spectrum is always seen as the position
of maximum intensity.
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researchers from using flat–top super–Gaussian FBG spectra as sensors, preferring

FBGs with Gaussian profiles.

With these novel anisotropic FBGs, the material birefringence dominates under

strain, which for SMF–28 is low. Consequently these FBGs experience a similar

strain response to isotropic FBGs, ∆λ
(aniso)
Bdif

≈ ∆λ
(iso)
Bdif

. Changes predominantly

occur at the edges of the spectral profile, rather than across the full width.

More advanced signal processing approaches deal, with varying levels of sophisti-

cation, with the limitations of simple peak location. Three approaches are discussed

in section §3.2.3 (page V.I - 133), of which the centroid algorithm, equation (3.19)

(page V.I - 133), is used here to determine the peak value

λc =

nw
∑

i=1

Iiλi

nw
∑

i=1

Ii

(3.19)

where Ii is the intensity at wavelength λi and nw is the ‘window’ over which the

centroid value is calculated. The centroid algorithm is a weighted sum, which syn-

thesises resolution beyond that of the sampling of the data. It is thus very sensitive

to relative changes in the weighting of index points. The ideal circumstances to use

the centroid algorithm are where the spectrum shifts but does not change shape as

the measurand changes.

As illustrated in figure 4.3 the super–Gaussian profile has more points above a

threshold intensity than does the Gaussian profile. This enhances the weighting of

more wavelength positions for use in the centroid calculation. For FBG spectra for

which the average peak value is significantly greater than the noise level, the flat–top

profile can improve detection of peak movements. This may reduce the number of

spectra required to be averaged for a given resolution.
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Figure 4.3: Plot of Gaussian(γ = 2) and Super-Gaussian (γ = 8) profiles

generated in Matlab. The generating function is I(x, σ, µ, γ) = Ae[−(x−µ
2σ )

γ
],

where A is the maximum value of the function, µ is the mean value, σ is the
standard deviation and γ is the super–Gaussian power > 2 [27]. γ is related to
the rapidity of the transition from maximum intensity to minimum intensity.

4.3 Experimental apparatus/setup

4.3.1 Strain characterisation approach

The experiment to strain–calibrate these novel anisotropic FBGs required the design

of a reusable apparatus to allow repeatable strain settings to be applied adiabatically,

i.e. no heat is gained or lost by the system, so non–ambient temperature changes

can be removed as a perturbing factor. The apparatus should also be extensible to

allow other experimental conditions such as isothermal experiments, where a heater

would keep the section of fibre containing the FBG at a fixed temperature.

The fundamental effect is to apply a linear extension to the fibre. The literature

suggested several approaches. A conceptually simple approach involves running

the fibre under test over a pulley and adding weights to the fibre section hanging

vertically [28–32]. The FBG can be either on the lateral or vertical length of fibre,

with the weight applied producing the strain. Alternatively, the fibre can be fixed

vertically and weights attached to provide strain [33]. Another possible approach

involves attaching the fibre to a translation stage to produce strain by moving the

fibre attachment on the translation stage [34–36]. More elaborate approaches involve
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embedding or attaching the FBG to a coupon [37–40], or placing the fibre on a

cantilever [41–43].

Of these, the first three approaches provide the simplest metrological configu-

rations. Provided ambient temperature and pressure can be controlled, the linear

response of the FBGs under test can be uniquely determined.

The pulley and weight approach has the disadvantage of relying upon the pulley

to be frictionless, free from inertia and not introducing damage to the fibre [44].

Generally, the use of weights limits the resolution of the applied strain to the weights

available and requires the calibration of the weights. The translation stage is limited

to the precision of the stage driver and its maximum load.

4.3.2 Fibre attachment approaches

The next complication to be addressed is the attachment used to hold the fibre to

the apparatus. As the fibre is to experience many strain cycles, with good repeata-

bility of applied strain, a reliable attachment is required. Given the polarisation–

sensitivity of the FBGs, the attachment should have minimal impact on the polar-

isation properties of the fibre under test. This can be most easily achieved by not

introducing a transverse force, such as clamping the fibre [33].

A commonly used approach is to use epoxy resins or glues to adhere the fibre

to the mount [45–48]. The resin or polymers used in these approaches do not have

a similar strain response to silica [49, 50]. Under applied strain the response of the

silica fibre and epoxy differ, which can lead to creep and strain relaxation9 [33] effects

occurring over longer time–scales. In practice this results in small scale dynamic

changes during an experiment. After many readings the final applied strain can

differ from the initial strain, integrating the small changes occurring in each reading

and producing a larger standard deviation uncertainty for the data [51]. For high–

precision measurements this change in strain will affect accuracy, as the final strain

will depend upon the applied extension and the history of previously applied strain.

An alternative to epoxy/glue is to use glass solder [52]. Glass solder is a low

melting point glass (∼ 400 ◦C) with almost identical mechanical characteristics to

silica fibres. The thermal response is substantially different, but for strain charac-

terisation of an FBG, the fibre and solder need not experience any temperature in

excess of ∼ 20 ◦C.

4.3.3 Strain approach and attachment

Given the available equipment and lab environment, a translation stage was used

to apply strain. The pulley system was considered unsuitable, as the orientation of

9Discussed in section §2.2.4.2 (page V.I - 41)
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the optical bench dictated that using the longer dimension would require the pulley

extend out into the common walkway of the lab.

To decide upon the method by which the fibres would be attached to the strain

apparatus, only two approaches appeared feasible: epoxy or glass solder. A wide

variety of epoxies and glues are available, with various curing accelerating additives,

which could prevent exact duplication of mount conditions.

Approaches to attaching the fibre were raised in private discussions with Prof.

Julian D. C. Jones and Dr. Robert R. J. Maier10, who had recently evaluated several

approaches to this problem for work reported in [52], in addition to past experience

with alternative attachment approaches. Dr. Maier was able to recommend glass

solder over epoxy. Glass solder also allowed for easy reuse of the apparatus.

In further discussions with Dr. Joe O’Mahony11 it was indicated that the dis-

solving of most epoxies could be achieved with either isopropyl alcohol, IPA, or

chloroform. Removing a mounted fibre would require a fume cupboard at the very

least, and would no longer be easily reusable.

4.3.4 Glass solder for attachment of fibre

Figure 4.4: Oz Optics circular
glass solder preforms.

Figure 4.5: Oz Optics oval rib-
bon glass solder preforms.

The glass solder used by Dr. Maier and acquired for the work reported here

was supplied by Oz Optics Ltd., Ottawa, Canada. Two glass solder preform shapes

were purchased: circular and ribbon, shown in figures 4.4 and 4.5, respectively. The

quoted12 glass transition is 215 ◦C; however it was found in practice that to achieve

wetting to an amenable surface a higher temperature of ∼ 350 ◦C was needed.

10Both Prof. Jones and Dr. Maier are with the School of Engineering and Physical Sciences,
Heriot–Watt University, Edinburgh EH14 4AS, UK.

11Head of the Nanotechnology Research Group, WIT.
12http://www.ozoptics.com/ALLNEW PDF/DTS0034.pdf
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The quoted modulus of elasticity of 6.3 GPa is ∼ 8.9 − 9.2% that of silica fibre,

69 − 72 GPa [53, 54].

Upon reheating, the glass solder became more ash–like in consistency. This made

the quick application more difficult. The reheated solder glass colour is darker and

the appearance is matt rather than gloss. By adding a small amount of solder

preform, e.g. the smallest piece shown in figure 4.6 the ash–like solder would regain

the performance of the solder preform, if not fully regain its colour.

Figure 4.6: Broken sections of ribbon solder facilitated rapid attachment of the
fibre.

4.3.5 Construction of the fibre mount

The initial plan was to use a Thorlabs HFV001 standard v-groove fibre holder to

mount the fibre. The Oz Optics specification documentation for the glass solder

indicated that the glass solder would adhere to nickel; however, the nickel–plated

HFV001 proved unsuitable. After many attempts to adhere a sample fibre to the

HFV001, only one attempt succeeded. This attempt did not survive strain, as slight

movement of the fibre separated the fibre.

The most effective mount found was a glass microscope slide. The test fibre broke

outside the solder point but the solder did not separate under strain. The mounting

of the microscope slide then became an issue. Clamping pressure could fracture

the microscope slide. Figure 4.7 shows the mount that was adopted. A Thorlabs

BA2 base was secured to the top of a Thorlabs RS2P4/M pillar post. On each
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Figure 4.7: Mount for soldering fibres. (a) Exploded view of fibre mount (parts
CL5 clamp and BA2 base are Thorlabs catalogue labels); (b) Assembled mount,
slide held by M6 bolt and rubber clamp; (c) Front clamp removed to show
soldered fibre.

V.I - 183



4.3. ATTACHMENT

side, two lengths of rubber band were adhered to a Thorlabs CL5 clamp by double–

sided adhesive tape. An M6 bolt secured the CL5 clamp over the microscope slide

on the BA2 base.By keeping the microscope slide against the M6 bolt, and securely

tightening the locking bolt, the microscope slide was securely held, without fracture.

A finished mount is shown in figure 4.8.

The Thorlabs RS2P4M pillar post is 50 mm in length. To get the whole system

as parallel to the bench as possible, a post of length 29.5 mm was needed for the

mount on the translation stage, height 20.5 mm. The closest suitable component

available was a Thorlabs RS25/M extension post of length 25 mm. The RS25/M

was placed atop an Ealing MacroMech stage (incorporating a PMC encoder driver).

Figure 4.8: Image of completed fibre mount, with two fibres soldered.

4.3.6 Attaching the fibre under test

The fibre under test first was measured to determine what the maximum unbroken

length was. If the fibre span was longer than the length required for the desired
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minimum strain (equation (2.56) (page V.I - 39)), then the region where the ap-

propriate anchor point would occur was stripped using a Siemens single–mode fibre

jacket stripper tool.

FC/APC–pigtails were spliced onto the fibre under test to facilitate quick rear-

rangement of the apparatus, couple multiple FBGs in series and to reduce end face

4% Fresnel reflections.

Initially the fibre was carefully passed through the perspex cylinder. After the

first fibre under test broke it became evident that it would be more convenient to

have the cylinder consist of two half–cylinders, requiring only the removal of the top

half–cylinder to allow access to the fibres under test, shown figuratively in figure

4.9. This greatly reduced the time and effort needed to replace broken fibres.

Figure 4.9: Replacing the perspex cylinder with two half–cylinders. The two
half–cylinders enabled faster replacing of broken fibres and proved safer for fibre
handling. Hinges were not used. The increase on weight on the hinged side
when in the open position would require extra bracing on the lower half to hold
the weight.

Once the fibre was laid across the rig, the solder attachments were made. The

fibre was lightly held in position by scotch adhesive tape13 and a tweezers with an

integrated LED was used to carefully place sections of broken ribbon solder beside

the fibre14. The soldering iron was then brought vertically down onto the glass solder

pieces and pulled away from the rig along the fibre, creating an attachment area of

1 − 2 mm.

With the other end of the fibre under test lightly held by scotch tape, a mea-

surement of the length from the first anchor point was made to determine where on

the second mount the fibre under test should be soldered. The procedure was then

repeated for this location.

13Scotch tape was used as it presented the least problems on removal.
14The circular solder pieces stuck to the soldering iron, rather than the glass. The extra time

and effort to scrape the solder off the iron meant more flux was lost and the fibre exposed to more
potential damage.

V.I - 185



4.3. LABORATORY

4.3.7 Laboratory environmental conditions

As the FBG in a fibre with full cladding is most sensitive to temperature and strain,

the exclusive examination of the strain response requires the control of temperature.

Effective temperature isolation can be attempted by insulating the device under test

from the local environment, or by turning the local environment into a constant

temperature heat bath.

A Mitsubishi Electric air conditioner system had a single input (with temperature

monitor) near to the laboratory window, with one output over each of the four

bays. Two cross–linked extractors removed air from the lab. If the extraction of air

conflicted with the temperature to be achieved, the extractors were closed.

This system provided the laboratory with a constant15 temperature, preventing

the optical benches from following the daily solar heating cycle, which had compli-

cated previous interferometric work in this laboratory.

The output vent did introduce moving air and low–frequency noise from above

the bench. This could be countered by either turning off the air conditioner during

an experiment, or by shielding the equipment from the moving air by enclosing the

fibre.

The experimental work was performed under non–optimal conditions, as air

movements could not be garuanteed to be absent in the vicinity of the FBGs. While

any effect on the FBG signal value should have been very small, every effort was

made to minimise sources of air movement around the optical bench.

The spans of fibre that were provided by the Femtosecond group, UCC, were not

of equal length. Consequently, at least one of the mount points for the strain appa-

ratus needed to be free to be repositioned. This constrained the type of enclosure

that could be used with the fibres.

Given the available resources, space constraints on the optical bench and the

range of fibre span lengths, the following approach was used:

• the air conditioner would be kept on to keep the laboratory temperature as

constant as possible,

• the fibre span with the FBGs under test would be enclosed in a perspex tube,

• cardboard boxes would be placed at the ends of the perspex tube, with cutouts

to allow the perspex tube fit inside, thus allowing repositioning of the mount

for the different fibre lengths,

15Constant within the resolution of the air–conditioner thermostat. As temperature measure-
ment of the laboratory, the available anisotropic FBG was left open in the lab, with a reference
laser and data captured for 8 non–consecutive 17 minute intervals. Using the temperature response
of 10.7 pm◦C−1 [2]. The largest individual dataset temperature difference was, at one standard
deviation, from among the datasets was ∼ 0.6◦C (16 pm), while the overall full–scale movement of
the 8 datasets was just less than twice this.
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• a reference standard isotropic FBG would be colocated on the strain rig with

the anisotropic FBG under test,

• a second reference standard isotropic FBG would be placed in the perspex

cylinder free of strain to monitor temperature.

The arrangement is shown in figure 4.10(a). The perspex cylinder was held in place

by four RS2P4/M pillar posts, separated to allow the cylinder rest between two

sets of two. An aluminium block was placed between the pillar posts to prevent

the cylinder falling between the posts and potentially breaking the fibre under test

when the pillar posts were being situated.
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Figure 4.10: (a) Strain rig in elevation and plan view, (b) Isometric view of translation stage with mount, (c) Isometric view of
perspex tube with RS2P4/M pillar posts, and aluminium block supports.
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4.3.8 Cautions on soldering the attachment

The most significant risk of this procedure is fracturing the fibre during the solder

process. Typically this was easily detected as a soft audible click and the two sections

moving independently.

The next most pressing concern was the alignment of the fibre with the direction

of movement of the translation stage. If the fibre attachment points were not located

on the same line of movement then a transverse shear strain on the fibre would occur,

removing one of the benefits of using glass solder over clamping. This arrangement

was distinguished by fracture at or very near (∼ 1 mm) the edge of the solder.

4.3.9 Recoated isotropic FBGs

Figure 4.11: Laser2000 supplied
isotropic FBG, showing detail of
the original and recoated section
of fibre.

Figure 4.12: Laser2000 supplied
isotropic FBG, showing the non–
uniformity of the recoating.

The motivation for this chapter was to compare the novel anisotropic FBG’s

linear strain response with that of an isotropic FBG. To this end, two isotropic FBGs

were used, one for the strain comparison, and another as a temperature reference.

The temperature reference FBG provided a common–mode rejection of temperature,

and the isotropic strain FBG gave a method of comparing the novel FBGs’ response

to those in the literature. The fibre’s buffer coating was removed prior to grating

inscription, with the option for either acrylate or polyimide16 recoating afterwards.

The specifications17 of the FBGs purchased from Laser2000 are shown in table

4.1. Figure 4.11 shows the original and recoated sections of one fibre. Figure 4.12

shows an example of the non–uniform application of the recoating to the fibre. The

16Polyimide was the coating chosen.
17From the Laser2000 quotation
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FBG written in 2 m of SMF fibre

Centre wavelengths of either:
λB = 1534.1 ± 0.5 nm
λB = 1549.6 ± 0.5 nm
λB = 1566.2 ± 0.5 nm

Bandwidth < 0.3 nm
Reflectance > 80%
PDL value around 0.3 db
Grating length 10 . . . 14 mm
Proof test > 120 kPSI
Fibre coating Polyimide fibre
Recoating Polyimide

Table 4.1: Laser2000 FBG specifications.

recoating was very effective mechanically. None of the Laser2000 FBGs broke at the

FBG during experimental use or during handling.

Polyimide jacket coatings was chosen in favour of acrylate jacket coatings due

to their more consistent performance [38]18. As mentioned in §2.2.4.2 (page V.I -

41), the jacket will have a different strain response to the silica fibre. Time must

therefore be allowed for the strain relaxation of the jacket after application of strain

to the silica fibre.

4.3.10 Quasi–static strain experimental apparatus

As the deadline for abstract submission to the third European Workshop on Op-

tical Fibre Sensing, EWOFS07, arrived before the isotropic FBGs were delivered,

it was decided to use large strain step sizes to minimise the impact of non–strain

effects upon the calculated strain values. The available anisotropic FBGs were ap-

proximately the same wavelength; thus a simultaneous independent temperature

reference was not available. The large strain steps would provide a greater differ-

ence than likely temperature changes for the duration of the application of strain

and relaxation time. Temperature changes would exhibit a more gradual change,

with a significant likelihood of the temperature change trend being visible across

the increase in strain step.

The data were recorded using an Ando AQ6317B optical spectrum analyser,

OSA. By averaging the data capture over two days, small scale effects such as creep,

strain–relaxation and thermal expansion of the bench should be minimised. Thus

quasi–static strain characterisation could be performed in the absence of reference

FBGs.

18The effectiveness of the bonding of polyimide to the silica can change [55], which, although it
should not be an issue with the apparatus used here, might affect embedded results.

V.I - 190



4.3. DYNAMIC

The fibre with the anisotropic FBG was attached to the mounts, protected by

the perspex cylinder and boxes over each mount. The FBG was illuminated by

an Exalos ESL1505–2100 Super Luminescent diode, SLED, passing through an Oz

Optics circulator19. The reflected signal was passed by the circulator to the OSA.

The arrangement is shown schematically in figure 4.13.

Figure 4.13: Schematic diagram of apparatus used for EWOFS work.

The Ando AQ6317B OSA has a native resolution of 10 pm. The Ealing transla-

tion stage’s linear actuator has a precision of 0.02 µm [56]20. The translation stage

was controlled by a National Instruments LabVIEW program, where the intended

movement could be input. Use of unidirectional step sizes of 200µm ensured that the

precision and accuracy limits of the translation stage were four orders of magnitude

smaller than the step size.

The apparatus allowed the minimum step size of the translation stage to deter-

mine the minimum applied strain for a given length of fibre. Longer spans of fibre

resulted in smaller applied strain.

A limitation to the manual use of the OSA for this work was the speed of saving

data to disk. The time taken for this task reduced the scan time to that achievable by

the operator. To improve the OSA’s performance a GBIP connection was acquired

to allow the OSA to be controlled by LabVIEW. This was not available at the time

of the EWOFS work, but was for the patent work reported in section §4.4.3.

4.3.11 Dynamic strain characterisation experimental appa-

ratus

For the experiments described in this section, the isotropic FBGs were available,

with one used as an unstrained temperature reference. The results detailed in sec-

tion §4.4.1 (page V.I - 197) were obtained by use of an Ando AQ6317B OSA [57].

19An Oz Optics FOC-12N-111-9/125-SSS-1550-55-3A3A3A-1-1 circulator.
20The specifications also quote a backlash of 6 µm and a directional repeatability of 0.1 µm [56].
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The OSA used a scanning diffraction grating in a double pass arrangement to scan

the spectral window specified. Averaging is done on a per pixel basis, i.e. the av-

erage of a single spectral resolution window is completed before data begin to be

captured for the next spectral resolution window, a point–by–point approach. The

alternative approach is to use an array of detectors for near–simultaneous recording

of a spectrum, such as was adopted in the SpectroBragg spectrometer arrangement

covered in Chapter 3.

The results obtained with the OSA were meaningful for characterisation if the

experiment exhibited statistical control [58], i.e. the data captured was ergodic21

in a wide–sense–stationary manner. This means that the FBG spectra should not

have changed faster than the scan time of the OSA.

The OSA’s fastest scan time, i.e. with no averaging, was 0.5 s [57]. To demon-

strate that no spectral changes occurred on faster timescales, the SpectroBragg

spectrometer was used to test the stability of the FBGs under test. The Spectro-

Bragg has a maximum effective scan time of 30 ms, as determined by the hardware

drivers run through LabVIEW.

The SpectroBragg had a 512 element InGaAs diode array covering a ∼ 70 nm

window, to produce a native resolution of ∼ 137 pm. Using the postprocessing

covered in section §3.2.3 (page V.I - 133), changes equivalent to 0.4 pm have been

detected.

Figure 4.14: Schematic diagram of apparatus used for IEEE sensors paper
work.

The experimental configuration is shown in figure 4.14. Two isotropic Laser2000

FBGs were used as references. One was colocated alongside the anisotropic FBG

on the strain apparatus. The other FBG was placed unconstrained alongside the

21Ergodicity is defined in appendix B.1 (page V.II B-4)
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FBGs under strain to determine any temperature changes.

To attach the two fibres, the procedure outlined in §4.3.6 (page V.I - 184) was

followed for both fibres on the first mount. With the two fibres attached on one

mount the next problem was to keep the two fibres under roughly equivalent tension

so that one fibre did not have more slack in it than the other after soldering the

second attachment.
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Figure 4.15: Temporal response of co–anchored FBGs. Applying low tension
to the FBGs during soldering prevents significant differences in slack.

The two fibres were held under tension while solder was melted alongside. By

soldering both fibres at the same time the differences in slack were minimised. Figure

4.15 shows the recorded response of the anisotropic FBG (blue line) and offset

isotropic FBG (green circles) to the same applied strain, indicating that both fibres

experienced changes in strain from rest in the same time interval of 0.1 s22.

Figures 4.16 and 4.17 illustrate the soldering of two fibres23.

22Cross–correlating the two datasets (isotropic and anisotropic fibres) yields zero time difference,
at the full overlap, from the autocorrellation of either dataset.

23The appearance of the glass solder also changed on reheating. Figure 4.17 shows a fresh
application of glass solder and figure 4.16 shows glass solder after several reheatings.
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Figure 4.16: Image of the solder mount with two FBGs
soldered.

Figure 4.17: Close up image of soldered
fibres.
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4.3.12 Adding a temperature reference FBG

Figure 4.18: Modified Thorlabs
PV40 oven placed within the per-
spex cylinder.

Figure 4.19: Two FBGs to un-
dergo applied strain with tem-
perature reference placed in close
proximity.

To position the temperature reference FBG close to the FBGs under strain a

platform to situate the FBG was needed. In anticipation of work for section §4.4.3

(page V.I - 208) an isolated temperature environment was required. Both these

requirements could be met by using the flat plate of a heater as the platform to

place the temperature reference.

A modified Thorlabs PV 40 PPLN24 oven25 was placed upon a mount within the

cylinder, shown in figure 4.18, with a closer view of the oven plate in figure 4.19.

The modifications consisted of replacing the end–plates with Thermoflex insulating

foam. The end–plates have a window to admit light to the heated cavity as the

oven is designed for the purpose of controlling the temperature of a PPLN crystal.

The solder–attached fibre would need to be broken to pass through the window, or

the end–plate cut. It was easier to remove the plates and attach insulating material

providing a smaller window in two semi–circular sections adhered to the top and

lower cylindrical oven body parts, as illustrated in figure 4.20. A narrow gap in the

Thermoflex semi-circles allows unimpeded passage for the fibre through the oven.

This is to ensure that the fibre strain applied is experienced by the FBG located in

the oven.

The cavity volume is far larger than that required to accommodate the fibres.

Given the dimensions of the fibre, the thermal convection permitted in the cavity

might introduce large temperature effects. Suitably sized Thermoflex insulating

foam was fitted to the top half of the oven body, to occupy as much of the PPLN

24PPLN: Periodically–poled lithium niobate.
25The PV40 has since been discontinued (as of or before 15th November, 2009).
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Figure 4.20: Modified Thorlabs PV40 oven. (a) Schematic of PV40 oven (power
cord not shown); (b) Exploded view of PV40, indicating the disassembly re-
quired; (c) End–plates replaced with Thermoflex foam insulation, adhered to
PV40 top and lower sections by double sided adhesive, and a parallelepiped of
insulation foam to occupy the cavity above the fibres where the PPLN crystal
would sit; (d) modified PV40 reassembled.
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crystal cavity as possible without impinging on the fibres and influencing the strain

measurements. A schematic representation of the modifications is shown in figure

4.20.

4.4 Results & Discussion

The results are presented for the quasi–static strain characterisation, dynamic strain

characterisation and strain–temperature discrimination patent application work sep-

arately.

4.4.1 Quasi–static strain characterisation results & discus-

sion

While the OSA can average data to produce smoother scans, it does so on a point–

by–point basis. The scan time of the OSA is therefore increased by the number of

averages performed. As the spectrum may be changing due to strain relaxation, tem-

perature and/or vibration it is desirable to keep the scan time as short as possible.

This allows as close as possible to an ‘instantaneous’ spectrum to be obtained.

This suggests taking single scans and averaging them. The disadvantage of

this approach is the requirement to manually save each scan to a file on disk. To

complete a single scan and save to file, with required menu navigation, took up to

two minutes. It was found that despite the minute–scale time difference between

scans the averaged spectral profiles at different strain settings agreed better than

using the OSA’s averaging. It was, therefore, better to scan the spectrum quickly

than aim for low noise by point–by–point averaging.

Ten scans per strain setting were averaged to smooth the noise present in an

individual scan. The anisotropic FBG under test was in a fibre of length26 1.175 m.

The translation stage steps27 of 200 µm resulted in applied strain steps of 0.17 mε.

The change in wavelength for applied strain is shown in figure 4.21. The strain

response is determined to be 1.2601 ± 0.00013 pm/µε [15], with the residuals to

the fit shown in figure 4.22. The normalised strain response, i.e. dividing by the

nominal at rest wavelength value, λB, is 0.8135 × 10−6
µε−1. While compensating

errors might explain the 1 in 104 uncertainty, it is also observed that the spectral

profile remains comparatively unchanged, as shown in figure 4.23. The apparent

preservation of spectral profile would account for the low uncertainty, and suggests

that the accuracy of the recording system is the limiting factor. The quasi–static

26The length thus greatly exceeded the recommended lengths to eliminate [59] possible shear lag
of the sensor [60].

27The temperature equivalent would be steps of 20 ◦C, using the anisotropic FBG temperature
response of 10.7 ◦C [2].
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Figure 4.21: Strain response of anisotropic FBG. Slope of fit to data is 1.2601±
0.00013 pm/µε (0.8135 × 10−6

µε−1). Also shown is the literature value (0.78 ×
10−6

µε−1) slope [9].
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Figure 4.22: Residual of linear fit to data from 4.21.
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Figure 4.23: Apparent preservation of spectral profile, with original data inset.
The inset shows the FBG reflection spectra for the anisotropic FBG at rest, with
340 mε and with 680 mε. The main figure shows the spectral profiles offset by
their respective calculated centroids. The high degree of overlap suggests good
spectral profile preservation.

strain characterisation was reported in the EWOFS submission [15]. The spectral

profile preservation was not fully investigated and so was examined in the following

section.

4.4.2 Dynamic strain characterisation results & discussion

It was intended to characterise the strain response at a smaller scale in addition to

the large strain steps reported in §4.4.1. With the Laser2000 isotropic FBGs it was

possible to compare the Anisotropic FBGs with other FBGs and confirm that the

response was strain related28.

Figure 4.24 shows an example of the spectrum recorded by the SpectroBragg

28The temperature response of the anisotropic FBGs is assumed the same as the isotropic FBGs.
This assumption is made as the temperature response of hydrogen loaded 264nm FBGs was found
to be dependent upon the material properties of the fibre [2, 3, 61, 62]. The anisotropic FBGs
discussed here were inscribed in hydrogen free SMF–28, which is not explicitly characterised in
these references. The hydrogen loading leads to the absence of the anisotropic transverse stress
distribution [4]. The index modulation arises from compaction in the hydrogen free case and
colour–centres in the hydrogenated case. The FBG temperature response should be dominated by
the fibre material properties response to temperature.

V.I - 199



4.4. DYNAMIC

0 100 200 300 400 500
−1

0 

1 

2 

3 

4 

Channel Number

C
ha

nn
el

 In
te

ns
ity

 (
ar

bi
tr

ar
y 

un
its

)

1520 1530 1540 1550 1560 1570 1580 1590
Wavelength (nm)

Spectrometer trace

1534
telecom
FBG

1566
telecom
FBG

1549
Anisotropic
FBG

Figure 4.24: Example spectrum from the SpectroBragg spectrometer. The
spectrometer’s InGaAs array has 512 elements, covering approximately a 70 nm
window. Shown in the figure are Laser2000 telecomms FBGs at 1534 nm and
1566 nm; and an anisotropic FBG at 1549 nm.

spectrometer. The isotropic FBGs are of lower reflectance than the anisotropic

FBG under test. Additionally, the anisotropic FBG has a greater bandwidth than

the isotropic FBGs, as evident in figures 4.1 (page V.I - 176) and 4.2 (page V.I -

176).

The narrower spectral profile reduces the number of data points in a centroid

calculation, decreasing the signal to noise ratio. Similarly, the lower spectral inten-

sity reduced the signal to noise, as per pixel noise is relatively larger. This results in

the anisotropic FBG having a higher SNR than the strain comparison isotropic FBG

and temperature reference isotropic FBG. Decreasing steps of 10.6 µε were applied

every 30 s. For a total dataset of 104 scans, these strain steps are approximately 350

scans each.

The centroid algorithm, equation (3.19) (page V.I - 133), was used to determine

the peak wavelength. As discussed in section §3.2.3 (page V.I - 133), instead of

a threshold cut based upon intensity, a window of 2nw + 1 was taken about the

position of maximum intensity. nw was typically in the range of nw = 3 − 7 about

the maximum, depending upon the width of the FBG.

A different anisotropic FBG was used for this work as the previously charac-

terised FBG was broken before the apparatus for the dynamic strain–characteris-

ation was ready. The length of fibre used for this experiment was 0.945m long, with
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the FBG located approximately midway. Figure 4.19 (page V.I - 195) shows the

FBGs in the apparatus used here. The black marks along the fibre delimit the few

cm within which the FBGs are inscribed.

Taking the mean value of the central 300 data of each strain step, and plot-

ting against strain returns the strain response of the FBGs. Figures 4.26 and

4.28 show the strain responses for the anisotropic and isotropic FBGs respectively.

The normalised strain responses, equation (2.109) (page V.I - 69), 1
λB0

∆λB

∆εσ
, are

0.75 × 10−6
µε−1 and 0.73 × 10−6

µε−1 respectively. Also shown is the reported lit-

erature value of 0.78× 10−6
µε−1 [9]. Figures 4.27 and 4.29 show the residual to the

linear fits for the anisotropic and isotropic FBGs respectively. It should be noted

that the double dipped, ‘w’ shape of the residual in figure 4.27 is visible when over-

laying the isotropic and anisotropic data from figure 4.25, as the anisotropic FBG

crosses over the isotropic FBG.
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Figure 4.25: Calculated centroid for the anisotropic and isotropic FBGs
under strain. The stability of the centroid value demonstrates the sta-
bility of the environmental enclosure. Inset is an example of low scale
noise, replicated in time and profile by both FBGs.

The strain response values are lower than the literature value [9]. The change in

the temperature reference is smaller than the difference between the literature value

and those calculated for the strained anisotropic and isotropic FBGs. The strain
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Figure 4.26: Plot of strain response for the anisotropic FBG over 0 − 265 µε.
Strain response is ∼ 1.17 ± 0.03 pm/µε(0.75 × 10−6

µε−1). The corresponding
strain response of the isotropic FBG literature value (0.78 × 10−6

µε−1) is also
plotted [9].

Figure 4.27: Plot of residual to linear fit for anisotropic FBG. Note the double
dipped ‘w’ shape of the residual, which is absent from the residual to the fit for
the isotropic FBG, figure 4.29.
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Figure 4.28: Plot of strain response for the isotropic FBG over 0 − 265 µε.
Strain response is ∼ 1.13 ± 0.02 pm/µε(0.74 × 10−6

µε−1). The corresponding
strain response of the isotropic FBG literature value (0.78 × 10−6

µε−1) is also
plotted [9].

Figure 4.29: Plot of residual to linear fit for isotropic FBG.
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response values for the quasi–static and dynamic experiments are gathered in table

4.2, along with the temperature reference FBG and literature value.

Experiment FBG
1

λB0

∆λB

∆εσ
Act. Step Ideal step

(×10−6
µε−1) ( µε) ( µε)

Quasi–static Aniso. 0.81 170 178

Dynamic

{

Aniso. 0.75 10.6 10
Iso. 0.74 10.6 10
Temp. −0.0082 — —

Lit. value Iso. 0.78 — —

Table 4.2: Strain response values for the quasi–static and dynamic anisotropic
FBG strain response experiments, with actual and idealised (i.e. would return
literature value) strain steps.

The quasi–static strain response value exceeds the literature value, unlike the

dynamic strain response value. A possible explanation for these discrepancies may

be that, for the quasi–static experiment, the strain step sizes induced a cantilever

motion on the fibre solder mounts shown schematically in figure 4.10 (page V.I -

188). This would have understated the step size, as presented in the difference

between the actual and ‘ideal’29 step sizes in table 4.2.

For the dynamic strain experiment, the length step size may not have equalled

the intended step size, as the motor had to accelerate and then decelerate over a

short interval. This would have overstated the step size, again presented in the

difference between the actual and ‘ideal’ step sizes in table 4.2. The possible effects

of fibre tension on the step size was the motivation to use decreasing steps, as the

motor acceleration would be in the same direction as the fibre tension, if it had an

appreciable effect.

As discussed in section §4.3.11 (page V.I - 191), differences in the lengths of the

fibre due to soldering are unlikely to be a significant issue30, and would not account

for the ‘w’ profile of the residual. Figures 4.30 and 4.31 show the response of the

isotropic FBG used as a temperature reference. The temperature reference isotropic

FBG records the outlier in the fifth and fourth–last data in figures 4.26 – 4.29.

However there is no ‘w’ shape, and demonstrates a mild cooling of the environment,

∼ 0.026 ◦C, using the normalised thermal responsivity value of 6.67 × 10−6 ◦C−1

from [9].

The anisotropic FBG fibre was clad in acrylate and the isotropic FBG fibre clad

in polyimide. The strain responses of these materials are not the same, which may

29The step sizes which would produce the literature value slope, given the captured wavelengths.
30If the fibre responses were equal the difference in length required to provide the reported slopes

would be 0.11% or ∼ 1 mm. As the fibres were held under the same tension during the soldering
process, it is unlikely a difference of 1 mm between fibres would arise.
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Figure 4.30: Plot of strain response for the temperature reference isotropic
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µε−1), equivalent to
a maximum temperature difference of 0.37 ◦C using the temperature response
value of 10.7pm◦C−1 [2]. Inset shows the isotropic FBG literature strain response
value(0.78 × 10−6

µε−1 [9]).
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Figure 4.31: Plot of residual to linear fit for isotropic FBG.
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have some small effect on the FBGs over the longer timescale shown (minutes). This

could become an issue for the detection of small strains with large lengths of fibre.

In the current experiment, the FBG characterised in [15] was not the same as that

in [16] perhaps explaining the difference between the values of ∼ 1.26± 0.03 pm/µε

[15] and ∼ 1.17 ± 0.03 pm/µε [16]. The PDL values for the two anisotropic FBGs

were different, with that for the FBG in [15] being larger than for the FBG in [16].

It may also be a temperature effect that occurred over the period of hours during

which the data were taken, but to explain such a difference would require an increase

of 1.43± 0.05◦C per step between data points, for the data captured over two days.

The discrepancy is unlikely to be a calibration issue. The OSA was calibrated

using the tuneable telecomms lasers. Five steps in the range of 1567.13 nm . . .

1568.13 nm were measured by the OSA. The slope of the plot of the wavelength

centroid value against configured wavelength deviated from unity by 0.667%.

Assuming the recorded values are correct, the imposed values of strain could be

incorrect. Using the value of ∼ 1.17 ± 0.03 pm/µε to determine the strain steps

from the obtained wavelength values gives a step size of 183.3 ± 0.4 µε instead of

170 µε. These correspond to linear extensions of 215.4 ± 0.5 µm instead of 200 µm,

or ∼ 7.7% greater than configured. As the same stage and control systems were

used for both experiments, it is unlikely that the behaviour of the stage differed

so significantly, considering the full range of strain in figure 4.26 (page V.I - 202)

exceeds an individual step in figure 4.21 (page V.I - 198).

By using the speed of the SpectroBragg to observe dynamic behaviour beyond

that visible to the OSA, the linearity observed with the SpectroBragg complemented

the larger range strain calibration performed by the OSA. The spectral profile preser-

vation observed during the quasi–static strain characterisation work was also char-

acterised. The spectral profiles of the applied strain spectra are cross–correlated

with the zero applied strain spectrum. Figure 4.32 shows the cross–correlations for

the four strain settings 170µǫ, 340µǫ, 510µǫ, 680µǫ. The spectral profiles were also

interpolated and offset to find the minimum difference (i.e. where the profiles were

of most similar shape). Figure 4.33 shows the applied strain spectra overlayed on the

zero applied strain spectrum. The centroid calculated offsets, the offset interpolated

minima and the cross–correlated maxima differed by two parts in 103. This exceeds

the native resolution of the OSA, and so it can be said that no discernable change

could be detected in the spectral profiles under the applied strains reported here.
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Figure 4.32: Plot showing every 50th point in the cross–correlations of strained
spectra with the unstrained spectrum, obtained by the OSA. The maxima indi-
cate the position of best correlation.
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Figure 4.33: Plot showing every 4th point of strained FBG spectra, offset by
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spectra overlayed.
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4.4.3 Results of work for strain–temperature discrimination

The preservation of spectral shape under strain prompts the question: does the

spectral shape change under temperature? If so, and the shape change could be

detected, it might be possible to simultaneously detect and discriminate temperature

and strain changes.

The possibility of this temperature–strain discrimination was the motivation for

the purchase of the PPLN oven. The same setup as shown in figure 4.14 (page V.I -

192) was employed, but with the OSA in place of the Čzerny–Turner SpectroBragg.

The intention was to perform strain measurements at controlled temperature settings

to produce a 2×2 matrix of strain and temperature settings, as discussed in section

§2.2.6.1 (page V.I - 47).

The experimental work programme was interrupted by the Optics Research

Group moving laboratory, so a reduced programme was performed to attempt to

demonstrate the possibility of temperature–strain discrimination. The OSA was

controlled over GPIB31 by LabVIEW. The GPIB control of the OSA was time con-

suming when scanning three FBGs, with much time spent on configuring the OSA

for each scan.

Approximately forty scans were performed in a cyclical sequential fashion for

each FBG: the first FBG was scanned, then the second and third, then back to the

first FBG.

Figure 4.34 shows the centroid calculated on the profiles of the three FBGs

(two attached to be strained, one free as in figure 4.19 (page V.I - 195)) over five

temperature steps. The flat–top of the anisotropic FBG exhibited greater change

in spectral bandwidth under temperature changes than the more Gaussian shaped

isotropic FBGs. To determine the bandwidth, the height was calculated. The points

nearest to half the height were subtracted to give the bandwidth. To check that the

OSA’s maximum sampling was sufficient, test FBG profiles were interpolated by

cubic–spline, but this yielded no improvement over the cruder method described.

Figure 4.35 shows the response of the bandwidth to temperature. The results

are more apparent from comparing the changes as a percentage from the initial

temperature of 27.2 ◦C. Figure 4.36 (page V.I - 211) shows the data of figure 4.35

rescaled as percentage changes against temperature changes. The third point is

anomalous in both the anisotropic and isotropic applied strain datasets and may be

discounted.

The anisotropic FBG appears to exhibit a dramatically different response to

temperature than do both isotropic FBGs. Despite the anisotropic FBG being of

originally greater bandwidth, the flat–top spectral profile enables a more pronounced

31IEEE-488 General Purpose Interface Bus.
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Figure 4.36: Plot of the percentage change in spectral bandwidth of
three FBGs in response to temperature changes.

change to be detected than does the Gaussian profile, where the down sloping sides

scale the broadening.

The final point does not conform to the trend shown in the figure 4.34. However,

the time–constraints for the experiment meant that the data could not be processed

before disassembly had to be begun, and so the patent application proceeded with

these data. The behaviour of the third and fifth point could not, therefore, be

further examined.

Consequently, a thorough examination of the strain–temperature would require

further work: to understand or discount the anomalous fifth data point, and to deter-

mine any strain or temperature limitations to this technique. Strain relaxation will

eventually occur, as the FBG’s annealing temperature is eventually exceeded. The

temperature response might also be used as a probe of glass temperature dynamics,

as reduced anisotropy tends toward the isotropic FBG response.

4.5 Conclusion

The strain characterisation of a novel anisotropic FBG inscribed into SMF–28 fibre

has been established. The suitability of these novel anisotropic FBGs for use as
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strain sensors comparable to standard telecomms FBGs has been demonstrated.

An adaptable apparatus for strain characterisation was developed, which en-

abled quasi–steady–state strain characterisation of these novel FBGs over 0−700µε

using an optical spectrum analyser, and dynamic strain characterisation in steps

of 10.6 µε over the range 0 − 265 µε, using the SpectroBragg spectrometer. The

strain response of these anisotropic FBGs (0.75×10−6
µε−1) was similar to standard

telecomms FBGs (from the literature [9]: 0.78 × 10−6
µε−1; from the experiment:

0.73 × 10−6
µε−1). These novel anisotropic FBGs can be used as drop–in replace-

ments to standard telecomms FBGs, without requiring the alteration of sensing

systems or demodulation systems parameters (such as free spectral range).

The preservation of spectral profile suggests that the anisotropic FBGs might al-

low strain–temperature discrimination. In the range tested, thorough measurements

suggest that strain does not significantly alter the separation of the anisotropic FBGs

component peaks. Conversely, a brief initial investigation (truncated by the exigen-

cies of a laboratory–move) indicated that temperature changes tested might have a

much greater effect and so alter the spectral profile. By measuring the bandwidth,

such as the full–width at half–maximum, it would appear there is a possibility the

temperature may be inferred. The width of a standard telecomms FBG requires

greater resolution32 to detect temperature–induced changes in spectral width. The

initial experimental results are at least of sufficient interest and promise, to suggest

that further work would be justified.

32Using the values which generated the curves in figure 4.3 (page V.I - 179), the increase in
resolution required to detect changes in the FWHM of the Gaussian curve to the same resolution
as the FWHM of the Super–Gaussian curve, is ∼ 1.4%. This would correspond to an extra ∼ 7.3
pixels on a 512 pixel array over the same spectral bandwidth as the 512 pixel array.
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Proceedings of the Third European Workshop on Optical Fibre Sensors, volume
6619. SPIE, July 2007. ISBN: 9780819467614.

[16] R. P. O’Byrne, S. V. Sergeyev, D. A. Flavin, S. A. Slattery, D. N. Nikogosyan,
and J. D. C. Jones. Anisotropic fiber Bragg gratings inscribed by high-intensity
femtosecond-UV pulses: manufacturing technology and strain characterization
for sensing applications. IEEE Sens. J., 8(7):1256–1263, July 2008.

[17] M. Born and E. Wolf. Principles of Optics: Electromagnetic Theory of Propa-
gation, Interference and Diffraction of Light, chapter 14, pages 735–789. Cam-
bridge University Press, Cambridge, 7th edition, 1999. ISBN: 0521642221.

[18] B. J. Berne and R. Pecora. Dynamic Light Scattering: With Applications to
Chemistry, Biology, and Physics, chapter Appendix 10.C, pages 263–272. Dover
Publications, Inc., New York, 2000. ISBN: 0486411559.

[19] C. F. Bohren and D. R. Huffman. Absorption and Scattering of Light by Small
Particles, chapter 1, pages 3–11. Wiley-VCH Verlag GmbH & Co. KGaA,
Weinheim, 1st edition, 2004.

[20] R. Kashyap. Fiber Bragg Gratings, chapter 2, pages 13–54. Academic Press,
San Diego, 1999. ISBN: 0124005608.

[21] A. M. Vengsarkar, Q. Zhong, D. Inniss, W. A. Reed, P. J. Lemaire, and S. G.
Kosinski. Birefringence reduction in side-written photoinduced fiber devices by
a dual-exposure method. Opt. Lett., 19(16):1260–1262, 1994.

[22] A. Dragomir, J. G. McInerney, and D. N. Nikogosyan. Femtosecond measure-
ments of two-photon absorption coefficients at λ= 264 nm in glasses, crystals,
and liquids. Appl. Opt., 41(21):4365–4376, July 2002.

[23] N. H. Ky, H. G. Limberger, R. P. Salathé, and F. Cochet. Effects of drawing
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Chapter 5

Polarisation mitigation approaches

5.1 Introduction

Polarisation effects occur due to the vectorial nature of electromagnetic radiation.

In optical fibre sensing, polarisation effects arise from multiple causes, such as an

intrinsic or introduced birefringence of the medium. An isotropic waveguide may lose

polarisation–degenerate propagation characteristics upon bending or applied stress

(strain). Polarisation changes can also be introduced via topological means. As fibre

sensors commonly sense temperature and/or stress (strain), changes to the state of

polarisation, SOP, can be introduced at many timescales in a random manner.

Demodulation systems, that have polarisation–sensitivity, behave as polarisation

analysers. A polarisation analyser interrogates the SOP, producing a modulation.

The parameter modulated is often intensity, which can have a deleterious effect upon

the accuracy and repeatability (i.e. precision) of the sensor system.

SOP is closely related to phase, and their relationship is still the subject of

continued investigation [1]. High–accuracy phase sensitive wavelength interrogation

schemes, such as interferometers or diffraction grating based systems, must manage

the SOP of signals to be examined.

SOP changes in interferometry introduce non–phase shifting related intensity

changes, which complicate signal analysis. For diffraction grating systems, the po-

larisation efficiency of the diffraction grating is, typically, the ultimate polarisation

analysing effect. The analysing effect of the diffraction grating may introduce spu-

rious intensity changes and hence movements of the peak wavelength captured by

the diffraction grating based system.

In this chapter two schemes, a modified polarisation fixer system based upon
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Takada et al. [2] and a PDL balancing system by Dong et al. [3], are examined

in an attempt to depolarise anisotropic and isotropic FBG signals demodulated by

the SpectroBragg spectrometer. A comparison is made with a more traditional

depolarisation method, the Lyot depolariser. The Lyot depolariser used does not

adequately depolarise the signals and introduces wavelength dependent phase shifts

which result in channelled spectra on the SpectroBragg.

5.2 Theory

5.2.1 Depolarisation & polarisation mitigation approaches

Depolarisation is the process of converting a signal with a DOP > 0 to a signal with

a DOP ≃ 0. Polarisation mitigation is a reduction in the apparent sensitivity of

a detection system, often through depolarisation. Different pseudo–depolarisation

approaches are possible, which use a specific property of the signal. For a device

measuring that specific property over which the SOP is effectively decorrelated, a

DOP = 0 is achieved.

5.2.1.1 Fibre Lyot depolariser

A depolariser is a device which produces depolarised or pseudo–depolarised light

which is mathematically equivalent to unpolarised light for the detector/demodulation

system in which it is being used. The Mueller matrix of an ideal depolariser has

m00 = 1 as the only non–zero element, i.e. maximum intensity throughput and a

DOP = 0. A brief discussion of the Lyot depolariser is provided in appendix M

(page V.II M-1).

The Fibre Lyot depolariser was first described by Boehm et al. [4,5] and consists

of two lengths (1 : 2 ratio) of PMF spliced at θ = π/4, where the lengths are deter-

mined by the design coherence length to be depolarised, as schematically illustrated

in figure 5.1. The two lengths of fibre in figure 5.1 have different coloured cores for

clarity of presentation only, and are typically the same type of fibre.

Lyot depolarisers are passive optical devices with the main limitation being the

total length of fibre needed to depolarise narrow signals. Using1 ∆φ2 = 2∆φ1,

equations (B.22) (page V.II B-6) and (M.7) (page V.II M-3) yield

|3(∆φ)| = 3ℓ(∆n) &
c

∆ν
(5.1)

⇒3ℓ &
c

∆ν∆n
(5.2)

1∆φi = ℓi∆n is the optical path difference between the orthogonal eigenaxes of the length ℓi of
PMF, which are of refractive index ∆n.
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Figure 5.1: Fibre Lyot pseudo–depolariser. The input SOP,
Sin, experiences a wavelength dependent rotation to produce
Sout, which occupies all orthogonal directions to the direction
of propagation.

Taking a value of 3×10−4 for ∆n and a value2 of ∼ 100GHz (∼ 1nm) for the spectral

bandwidths of an FBG, and a value of < 10 MHz ( < 0.1 pm) for a high–coherence

laser, the total length of a Lyot depolariser, 3ℓ, will need to be 10 m and 105 m,

respectively. The length of fibre required for such a high–coherence laser would

exhibit large losses. It is for this reason that polarisation scramblers, which operate

along the temporal pseudo–depolarisation approach, are used with high–coherence

sources.

5.2.2 Fixing linear SOP as alternative

The pseudo–depolariser makes all linear SOPs degenerate, so that there is no pref-

erential SOP. Thus the system symmetry is increased to scalar symmetry. The

degenerate removal of the vectorial aspect of a signal by a pseudo–depolariser is not

the only manner to mitigate polarisation–sensitivity.

A device that fixed the output SOP, E out, into one orientation regardless of

the input SOP, E in, would achieve the same result of removing the polarisation–

sensitivity. This is in effect, similar to the pedagogical approach to phase effects,

where one linear SOP is assumed. The orientation E out and the detector/analyser

would be at fixed angles and only subject to Malus’ law [6], i.e. the intensity

2Evaluated at 1550 nm.
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evaluated at the detector is then

S0detector
(θ) = S0out cos2 θ (5.3)

where S0out is the intensity at the output of the SOP fixing device, and θ is the angle

between E out and polarising angle of the analyser.

A polarising stationary Mach–Zehnder interferometer is used to fix the output

SOP. The input SOP, S in, is split into two linear orthogonal SOPs, S‖ (oriented

along E‖) and S⊥ (oriented along E⊥), by a polarising beam–splitter, as shown in

figure 5.2. One arm contains a half–waveplate, HWP, i.e. a π rotator. The HWP

rotates E⊥ SOP to its orthogonal SOP, E
′

‖. The two arms are now re–combined, and,

being in the same orientation, will superpose to give E out in the same orientation.

Figure 5.2: Fixed output SOP via polarising stationary Mach–
Zehnder interferometer. Input S in is split into orthogonal linear
SOPs S‖ and S⊥. The half–waveplate, HWP, acts as a rotator

to rotate S⊥ into S
′

‖, in the same orientation as S‖. S‖ and S
′

‖
are superposed to produce S out.

Ideal polarising beam–splitter 1 produces completely linearly polarised light.

The Jones calculus3 can thus be used to describe the evolution of light through the

system.

Letting an arbitrary Jones vector represent the radiation incident on the SOP

fixing device gives,

E in =

(

Ex

Ey

)

(5.4)

The polarising beam–splitter produces two orthogonally linearly polarised beams.

Without loss of generality, let LHP be parallel and LVP be perpendicular, and using

3Outlined briefly in appendix §E.5 (page V.II E-12).
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the Jones matrices defined in equation (E.29) (page V.II E-13) gives

E‖ = JLHPE in =
1√
2

(

Ex

0

)

(5.5a)

E⊥ = JLVPE in =
1√
2

(

0

Ey

)

(5.5b)

E⊥ is then rotated to its orthogonal orientation by the HWP oriented at π/4 to

the perpendicular direction,

E
′

‖ = J rotE⊥ =
1√
2

(

0 1

−1 0

)(

0

Ey

)

=

(

Ey

0

)

(5.6)

Combining the two beams with Y–coupler 2, results in

E out = JY–coupler

(

E‖ + E
′

‖

)

=
1√
2
J ID

(

Ex + Ey

0

)

(5.7)

where

JY–coupler =
1√
2
J ID (5.8)

and J ID is the 2 × 2 identity matrix. The system has converted an arbitrary SOP

into a single SOP, parallel to LHP light. The Y–coupler halves the intensity, and so

is represented by halving the intensity (−3dB) as 1√
2

times the identity matrix J ID.

The SOP fixing system may be represented by the following Jones matrix

J SOP–f =
1√
2

[

1√
2
JLHP +

1√
2
J rot JLVP

]

=
1

2

(

1 1

0 0

)

(5.9)

Using equation (2.16) (page V.I - 18) to obtain the associated Mueller matrix from
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the Jones matrix of (5.9) gives

MSOP–f = T
(

J SOP–f ⊕ J∗
SOP–f

)

T−1

=
1

4
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(5.10)

Hence, for an arbitrary input Stokes vector, S in the output will be

S out = MSOP–f S in (5.11)

=
1

2
(Sin0

+ Sin2
)













1

1

0

0













(5.12)

By definition of the Stokes parameters, equation (E.11) (page V.II E-5), S out is then

S out =
1

2

(

〈ExE
∗
x + EyE

∗
y〉 + 〈ExE

∗
y + EyE

∗
x〉
)













1

1

0

0













(5.13)

If there is an optical path difference between the arms of the stationary Mach–

Zehnder interferometer, then from equation (A.18) (page V.II A-5), Eout becomes

Eoutx = E0xe
−iδx (5.14)

Eouty = E0xe
−iδy = E0xe

−iδx−δOPD (5.15)

and Eoutx and Eouty must be used in place of, respectively, Ex and Ey in equation
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(5.13). Inserting (5.15) into equation (5.13) and evaluating gives

S out =
1

2

([

E2
outx

+ E2
outy

]

+
[

2EoutxEouty cos δOPD

]

)













1

1

0

0













=
1

2

(

Ioutx + Iouty + 2
√

IoutxIouty cos δOPD

)













1

1

0

0













=
1

2
(Iin [1 + γ cos δOPD])













1

1

0

0













=
IMZ(δOPD)

2













1

1

0

0













(5.16)

where IMZ(δOPD) = Iin [1 + γ cos δOPD] and γ is the fringe visibility, which is the

standard two–beam interference expression, as in equation (6.7) (page V.I - 268).

The fixed output SOP may thus be modulated by interference fringes if δOPD 6= 2nπ

for n ∈ Z.

As the DOP, P, is a function of S1, S2 and S3, equation (E.12) (page V.II E-5)

can be rewritten using 5.16,

P =
Ipol

Itot

=

√

S2
out1

+ 0 + 0

Sout0

= 1 (5.17)

If δOPD is a function of time, or any other parameter which changes during the

experiment, the modulation of the interference fringes will oscillate between Ioutmin
≤

Iout(δOPD) ≤ Ioutmax , where Ioutmax = Iin [1 + γ] and Ioutmin
= Iin [1 − γ].

δOPD places a limit upon the SOP fixing that can be achieved by passive optical

components. As discussed by Tateda et al. [7], the relative phase retardance between

orthogonal components for elliptically polarised light becomes a constant δOPD. For

randomly changing elliptical SOPs, i.e. any SOP not in the S1–S2 plane, the δOPD

term becomes random, and hence the intensity can be randomly modulated. Unbal-

ancing the Mach–Zehnder interferometer arms so that the phase difference exceeds

the signal’s coherence length removes the interference term.
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Takada et al. reported a depolarising arrangement4 using a fibre–based delay

in one arm of a bulk stationary Mach–Zehnder interferometer to depolarise light

and reported a depolarisation value of −23 dB [2]. In this approach the orthogonal

orientation of the PBS separated beams was maintained, introducing the OPD phase

shift to remove the correlation between the beams.

In this experiment, the modification is to rotate one of the orthogonal compo-

nents so that both reside in the same plane. Hence, instead of depolarising the

signal, the orientation of the output signal is fixed, reducing the polarisation based

intensity changes to interference based intensity changes5. By operating the station-

ary Mach–Zehnder interferometer outside the coherence length of the input signal,

E in, i.e. OPD > Lc, the interference should be minimised and the incoherent sum

of intensities can be used in equation (5.16), as γ → 0.

For multiple component input signals, the OPD chosen must exceed the longest

component coherence length or suffer a modulation for that component. For very

long OPD, the stationarity requirement of the sources may not be preserved, and,

hence, modulation will be reintroduced.

An unbalanced stationary Mach–Zehnder interferometer may also generate spu-

rious coherence effects, from synthesised mutual coherence, termed the Wolf ef-

fect [8, 9]. The likelihood is small of such occurrences noticeably affecting the out-

put SOP. The actual statistics, as opposed to presumed statistics, of the source will

provide the greatest contribution to the generation of this effect.

The greatest advantage of the output SOP fixing approach is that the only losses

should be due to splices and connectors and the 3dB loss from 2×1 Y–coupler number

2 6. Unlike the PDL compensation approach no additional losses are introduced7.

The spectral effectiveness of the HWP rotation will depend upon the wavelength

dependence of the approach used to achieve the rotation.

In this work a Lefèvre fibre polarisation controller and a Faraday mirror were

used. The Faraday mirror could not be optimised for different wavelengths. The

best performance was observed at 1550nm, with a decrease in performance of . 7%

at 1535 nm.

The polarisation controller was tuneable, and when optimised at either 1550 nm

or 1535 nm, produced & 7% increase in noise at the other wavelength.

4Equal intensity in both orientations, similar to a Lyot, as opposed to a polarisation orientation
fixer.

5The problem of a passive device which would convert any arbitrary input SOP into a fixed
linear output SOP was addressed by Tateda et al. [7], who showed that a passive device cannot,
within the beat length, simultaneously correct for SOP rotation and retardation. The δOPD term
becomes to the phase retardation describing the SOP ellipticity and is, by definition, within the
coherence length.

6As the Y–coupler is a truncated 2 × 2 coupler.
7If γ > 0, the Y–coupler 3 dB loss may be reduced, although the interferometer OPD will need

to be stable to within < 10−3 of a fringe [10].
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5.2.3 Polarisation Dependent Loss

Passive optical components exhibit a degree of polarisation–sensitivity. For fibre

based systems an important polarisation–sensitivity is polarisation dependent loss,

PDL, which is defined by Collett [11] as “The absolute value or the relative difference

between an optical component’s maximum and minimum transmission loss, given all

possible input states of polarisation”, or as

PDL = 10 log10

(

ITmax

ITmin

)

dB (5.18)

where ITmax and ITmin
are the maximum and minimum transmitted intensities, re-

spectively [12].

The effect of PDL is to repolarise depolarised signals by preferentially attenuating

one SOP more than its orthogonal counterpart. It can arise from material effects

(e.g. dichroism), waveguiding effects (e.g. bends in the fibre) or from bulk optic

effects (e.g. angled optical interfaces). PDL has an extensive nature, as the more

fibre and fibre–based components encountered the greater the PDL observed at the

system output. As the SOP is in general not preserved by passage through a fibre

system, the magnitude of the cumulative effect of PDL will depend upon the stability

of the system and input SOP. Consequently, the PDL value of standard telecomms

fibre components is designed to be as low as attainable [11, 12].

Diffraction gratings’ polarisation dependent efficiency may be considered as a

PDL. In the case of the diffraction grating used in the SpectroBragg the difference

between orthogonal efficiencies is ∼ 50%, i.e. the PDL would be ∼ 3 dB.

5.2.3.1 PDL balancing approach

An approach to mitigate the polarisation–sensitivity of the system proposed by

Dong et al. is to separate the input SOP into orthogonal linear polarisation SOPs

via a polarising beam–splitter, attenuate the arm with greatest intensity to equal

the orthogonal intensity, and recombine using a second polarising beam–splitter [3],

as shown schematically in figure 5.3.

The input SOP, S in, is split into orthogonal SOPs by the first polarising beam–

splitter. The PDL experienced by the orthogonal components, S⊥ and S‖, will not,

in general, be equivalent8. Letting S⊥0
> S‖0

, the attenuator is set to provide an

8The PDL will have a wavelength dependence, as all standard fibre and PMF components have
some dispersion effects over a wide enough range. In this work, the signals are presumed to be
∼ 1 nm, e.g. FBG signals with a similar free spectral range. The wavelength dependence will be
comparitively steady in this regim and so the efficiency with which the PDL balancing occurs for
a given signal can be considered fixed.
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Figure 5.3: PDL compensation scheme using variable attenu-
ator to balance losses in orthogonal SOPs.

attenuation = |S⊥0
− S‖0

|. The output, S out, will therefore be

S out = S‖ + S
′

⊥ (5.19)

= M ‖ S in + M⊥ M attenuator E in (5.20)

where M⊥ would be given by one of the equations (E.23) or (E.24) (page V.II E-11),

and M ‖ by the other, and

M attenuator =













|S⊥0
− S‖0

| 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1













(5.21)

This approach requires the PDL to be quasi–static, and the appropriate attenuation

to be applied prior to data capture. The polarising beam–splitter may not have

its axes aligned with the effective axes of the accumulated PDL. The quasi–static

PDL requirement and the application of appropriate attenuation cater for this. The

projection of the incident intensity onto axes of the PDL compensator will exhibit

quasi–static losses that are matched by the PDL compensator. Incoherent superpo-

sition of intensities is possible due to the two polarising beam–splitters maintaining

orthogonal SOPs at recombination, with equal intensities.

As the intensities in the orthogonal components are equal, the output SOP is

restricted to the S2S3 great circle, marked in red on figure 5.4. The position on the

great circle, will depend upon the incident SOP’s ellipticity as, for no other phase

difference, the incident φpr value would remain unchanged.
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Figure 5.4: Balanced amplitudes in orthogonal components
restricts SOPs to S2S3 great circle (in red). The term φpr, the
phase retardation between the orthogonal components, is zero
at ±S2
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5.3 Experimental apparatus/setup

5.3.1 Apparatus for generating polarisation changes

The experimental apparatus arrangement for generation of SOP changes, along with

the general layout, is shown in figure 5.5. The Exalos ESL1505–2100 Super Lumi-

nescent diode, SLED, source illuminates an FBG, with an Oz Optics circulator9

directing the reflected FBG signal to the Thorlabs IPM 5300 in–line polarimeter.

The signal then passes through the system under test and onto the detector, which

acts as the polarisation analyser.

Figure 5.5: Method for generation of polarisation changes to
apparatus, achieved by rotating the FC/APC connector.

The FBGs in this test were housed in the apparatus shown in figure 4.10 (page

V.I - 188) in the arrangement shown as the enclosure (shaded area) of figure 4.14

(page V.I - 192). The fibres were not strained or heated. The strain test apparatus

provided the best available environmental isolation. The soldering of the fibres

limited movement of the FBGs, and restricted vibrations that might be transmitted

along the fibre to the FBG.

Polarisation changes were introduced by rotating the FC/APC connector be-

tween the circulator’s arm2 and the length of fibre containing the FBG. As discussed

in §§2.2.8.1, 2.2.8.2 and 2.2.8.3 (pages V.I - 52 & V.I - 54) fibre twists and bends

introduce birefringence10. The presence of birefringent axes will alter all correlated

9Model FOC-12N-111-9/125-SSS-1550-55-3A3A3A-1-1.
10Geometric phase shifts (§E.3 (page V.II E-7)) may occur between coupled fibres experiencing
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SOPs. To achieve as close to full coverage of the Poincaré sphere as possible, the

FC/APC was alternately held along three orthogonal spatial directions and rotated.

The reflected FBG signal provided a double pass through the birefringent section.

Care was taken to avoid tight bends along the different axes, which would add

bend–radius attenuation to the resultant signal.

5.3.2 Depolarisation schemes

5.3.2.1 Apparatus for Lyot depolariser approach

Figure 5.6: Apparatus using the Lyot depolariser.

The experimental apparatus arrangement for the Lyot depolariser is shown in

figure 5.6. The reflected FBG signal from the circulator passed through the Thor-

labs IPM5300 polarimeter. The signal then passed through the Lyot depolariser

from Phoenix Photonics (Surrey, UK) and onto the detector. The Lyot depolariser

required no configuration, being manufactured to produce a fixed performance.

5.3.2.2 Stationary Mach–Zehnder interferometer depolarisation/polaris-

ation fixer

The following three approaches discussed in this chapter involved a polarising sta-

tionary Mach–Zehnder interferometer. The incident signal was separated into two

orthogonal SOPs. Modifications were made to the SOP in one arm, and then the

signal was recombined. The effectiveness of the recombined signal in suppressing

polarisation changes was then tested.

5.3.2.3 Approach employing Lefèvre polarisation controller

The experimental apparatus for the Lefèvre polarisation controller based stationary

Mach–Zehnder interferometer depolariser is shown in figure 5.7. The reflected FBG

different twists or bends in a sensing array. For the single fibre, the movement about the Poincaré
sphere would need to subtend different solid angles for the orthogonal SOPs as defined by the twist
and/or bend induced resultant birefringent axes for geometric effects to arise.
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signal was split into orthogonal SOPs by the polarising beam–splitter. One arm

passes through a Melles–Griot Lefèvre type polarisation controller which is config-

ured as a half–waveplate. The other arm has an OzOptics ODL650MC optical delay

line, ODL, to adjust the length of the arms. The two arms are recombined by the

50:50 Y–coupler.

Figure 5.7: Apparatus using the Lefèvre polarisation controller
to change SOP to the orthogonal SOP, matching the SOP in
the other arm, which is then superposed at the output.

The Lefèvre polarisation controller and the ODL both require configuration. The

Lefèvre polarisation controller provides full coverage of the Poincaré sphere, and so

must be configured to operate as a half–waveplate. Configuring the Lefèvre polar-

isation controller as a HWP was achieved using the apparatus shown in figure 5.7.

The first step was to position the fibre loop holders so as to produce the minimum

output change for the isotropic and anisotropic FBG signals. Once configured the

output was checked using the apparatus shown in figure 5.8 to observe that SOP

changes were minimised.

The second step was to position the ODL. Two approaches were tested: at

the balance point of the stationary Mach–Zehnder interferometer, and far from the

balance point, after a modified version of Takada et al. [2]. To determine where

the balance point was located the ODL was scanned through its tuneable range and

the interferogram from one detector of the balanced receiver was used to determine

where the balance point occurred.

The ODL was then set to the appropriate distance, which was checked for ac-

curacy by determining if the calculated value produced the appropriate signal, an

interferogram maximum at the balance point, or a DC value away from the balance
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point.

Figure 5.8: Apparatus consisting of polarising beam–splitter
and balanced receiver, measures S1.

5.3.2.4 Apparatus for Circulator/Faraday mirror approach

Figure 5.9: Apparatus using Faraday Mirror and circulator to
change SOP to the orthogonal SOP, matching the SOP in the
other arm, which is then superposed at the output.

The experimental apparatus arrangement for the circulator/Faraday mirror based

stationary Mach–Zehnder interferometer depolariser is shown in figure 5.9. The re-

flected FBG signal is split into orthogonal SOPs by the polarising beam–splitter.

One arm passes the signal through a circulator to a Faraday mirror, which behaves
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as a HWP upon reflection. The other arm has an optical delay line, ODL, to adjust

the length of the arms. The two arms are recombined by the 50:50 Y–coupler.

The Faraday mirror requires no configuration and, like the Lyot depolariser, has

a fixed performance based upon design and manufacture.

5.3.2.5 Apparatus for PDL balancing approach

Figure 5.10: Matching PDL in both SOP using variable at-
tenuator. The output has equal intensities from both SOP,
reducing intensity fluctuations due to polarisation changes.

The experimental apparatus arrangement for the PDL balancing based station-

ary Mach–Zehnder interferometer depolariser is shown in figure 5.10, after Dong et

al. [3]. The reflected FBG signal was split into orthogonal SOPs by the polarising

beam–splitter. One arm contained a variable attenuator, which added to the atten-

uation experienced by the SOP in that arm. The two arms were recombined by the

second polarising beam–splitter.

The polarising beam–splitter arms were matched so that there was no extinc-

tion introduced from axis misalignment when combining the two polarising beam–

splitter’s arms. The attenuator was placed in the arm with greater signal strength.

By coupling the initial polarising beam–splitter to the balanced receiver, as in figure

5.8, the arm with the greatest signal strength was determined. To ensure that this

arm retained the larger signal strength throughout, polarisation changes as described

in §5.3.1 (page V.I - 229) were applied.

The attenuator was then configured to provide the appropriate attenuation. This

was achieved by adjusting the attenuation while providing the different SOPs, until

the output signal exhibited minimal, or no, changes.

The ODL was configured to unbalance the stationary Mach–Zehnder interferom-

eter, following Dong et al. [3].
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5.3.3 The SpectroBragg spectrometer as a polarisation–sens-

itive detector scheme

As only one polarimeter was available, alternative methods to determine the effec-

tiveness of the depolarising schemes were used.

The polarisation–sensitivity of the SpectroBragg was principally determined by

the polarisation efficiency of TE and TM radiation onto the diffraction grating, as

shown in figure 3.7 (page V.I - 143). The SpectroBragg’s polarisation–sensitivity

made the SpectroBragg a polarisation analyser, which could return information on

the effectiveness of the system under test once the wavelength of the illuminating

radiation remained unchanged.

Also, the SpectroBragg’s phase sensitivity indicated the effectiveness of the sys-

tem under test at not introducing additional phase effects that would mitigate any

benefit from the reduction in polarisation fluctuations.

5.4 Results/Discussion

5.4.1 Comment on detection systems

The ideal circumstances for determining the effectiveness of a depolarisation scheme

would be to have a polarimeter placed before and after the depolarising appara-

tus. Then the input and output states could be known. However, with only one

polarimeter available, the ideal experimental conditions could not be achieved.

The motivation for this chapter arose from a need to determine what effect the

polarising anisotropic FBG had when the SpectroBragg demodulated the signal,

where the SpectroBragg diffraction grating would act as a polarisation analyser.

In order to determine the SOP produced by the FBG, the available polarimeter

measured the SOP input into the depolarising scheme. The SpectroBragg captured

the effectiveness of the scheme when polarisation changes were the only variable. The

experiments discussed here, therefore, did not compare the incident and resultant

SOPs with equivalent measurement devices. The Stokes parameters of the input to

the depolarising system are known, whereas the combined effect on the output in

terms of phase and polarisation was captured by the SpectroBragg.

5.4.2 Representing polarisation

The Poincaré sphere has been the most commonly used approach to graphically

present11 the Stokes parameters, S1, S2 and S3. For large datasets with movement

11The radius is typically 1, achieved by dividing by S0. For partially polarised light, the co–
ordinates represented by S1, S2 and S3 would reside within this unit sphere, but are typically
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of the SOP about the surface of the sphere, the usefulness of a two dimensional

projection of the Poincaré sphere decreases as there might not be unambiguous

information on the evolution of the SOP. Points on the near side of the sphere may

obstruct points on the far side of the sphere.

In an attempt to convey this temporal information, the approach used is to omit

the absolute SOP representation, but represent the changes in terms of the angle

between neighbouring SOP values, subtended at the centre of the sphere by the

arc of the great circle12 containing points at t1 and t2, as illustrated in figure 5.11.

Plotting the angles against time shows the change in polarisation, modulo π radians.

Figure 5.11: Poincaré sphere showing the angle, in blue, be-
tween data at t1 and t2.

The Stokes parameters can be expressed in terms of the latitude and longitude

angles ψ and χ, as defined in figure E.2 (page V.II E-6), which can be calculated

represented as lying upon the unit sphere by projecting from the sphere’s center through the S1,
S2 and S3 co–ordinate onto the surface of the unit sphere.

12A great circle on a sphere is of the same radius as the sphere, e.g. the meridians or equator
on a globe. The other circles defined by the lines of latitude are of smaller radius, and hence only
referred to as small circles13.
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as [13]

2ψ = tan−1

(

S2

S1

)

(5.22)

2χ = sin−1

(

S3

S0

)

(5.23)

The angle, θ∆, between subsequent Stokes vectors St1 and St2 , was calculated using

[14]

θ∆ = cos−1 [sin 2χt1 sin 2χt2 + cos 2χt1 cosχt2 cos 2 (ψt2 − ψt1)] (5.24)

The quantity cos2
(

1
2
θ∆
)

is a similarity factor [14] between states of polarisation, but

does not add any information beyond θ∆ for the purposes of this work.

5.4.3 Polarisation changes introduced by rotating FC/APC

connector

The polarisation changes achieved by rotating the FC/APC connector between the

circulator and the fibre containing the FBGs are shown in the following figures.

Figure 5.12 shows the Poincaré sphere representation of the SOP data from an

anisotropic FBG, such as that characterised in chapter 4. Figure 5.13 shows the

Poincaré sphere representation for the isotropic FBG. The anisotropic FBG covers

more of the Poincaré sphere than the isotropic FBG. However, the anisotropic FBG

does not cover all the Poincaré sphere, with one zone not populated and the opposite

side weakly populated over a wider area14. The absolute position and orientation

of the isotropic FBG Stokes’ parameters on the Poincaré sphere do not remain

unchanged across datasets, but maintain a restricted space beyond which data points

are not populated, another example of which is shown in figure 5.14. As most of the

apparatus was fixed to the bench and immobile, the most likely sources that might

have produced the rotations between datasets were15

• the connections to the polarisation mitigation scheme under test,

• the connectors to the FBGs,

• the FC/APC connector used to generate changing SOPs.

14These features may be more easily seen in figures N.1(e) and (f) (page V.II N-8). The unpop-
ulated region is in the +S1, +S2 quadrant of figure N.1(e). The weakly populated opposite side is
shown in figure N.1(f).

15Temperature effects are unlikely to be a contribution as there are no changes within a dataset
on the same magnitude as between datasets. The time intervals between subsequent datasets were
on occasion shorter than the time interval over which the dataset was captured.
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Figure 5.12: Poincaré sphere of the SOPs produced by fibre
rotation of anisotropic FBG signal.
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Figure 5.13: Poincaré sphere of the SOPs produced by fibre
rotation of isotropic FBG signal.
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Figure 5.14: Poincaré sphere of the SOPs produced by fibre rotation of isotropic
FBG signal, with profile rotated with respect to figure 5.13.

Figure 5.15 shows the angle between neighbouring SOPs as a function of time

for the anisotropic FBG (a), and the isotropic FBG (b). The angle is representative

of the change in the SOP to a maximum value of 2π radians.

The changes in the SOP produced by the anisotropic and isotropic FBGs are

different as can be seen from figures 5.12 and 5.13. The SOP evolution as seen in

the changes in angles shown in figure 5.15, which shows that the changes in SOP

introduced by rotating the FC/APC connector varied quickly for both anisotropic

and isotropic FBGs.

The connectors to the fibre containing the FBGs were approximately a metre

from the nearest anchor point holding the fibre in the strain apparatus. It is most

unlikely that the FBGs experienced any strain or movement from the FC/APC
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Figure 5.15: Plot of the angle θ∆ between SOPs produced by fibre rotation of
(a) the anisotropic FBG signal (figure 5.13) and (b) the isotropic FBG signal
(figure 5.12).

connector rotation. Additionally, although connected by patch leads, the FC/APC

connector was located on a separate bench, which should have isolated the strain

apparatus from any remaining vibrations associated with rotating the FC/APC

connector.

5.4.4 Effect of SOP changes upon the SpectroBragg

In order to illustrate the effects of the changes in SOP on the SpectroBragg, the

SOP changes produced by the anisotropic and isotropic FBGs were captured without

any depolarisation scheme, as a control experiment. The figures 5.12 and 5.13 were

obtained without any depolarising scheme.

From figure 3.7 (page V.I - 143) it can be seen that at 1550 nm the efficiency of

TE polarisation is approximately half that of the TM polarisation, as defined by the

grating surface normal. The diffraction grating thus behaves as a poor TM linear

polariser, with a diffraction efficiency approximately at 50% for the TE light, i.e.

SSB = M
TE

S SBin
+ M

TM
S SBin

(5.25)

where M
TE

and M
TM

are the Mueller matrices for orthogonal linear polarisers.
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The relative magnitude of the components are

∣

∣

∣
M

TE

∣

∣

∣
= 1

2

∣

∣

∣
M

TM

∣

∣

∣
(5.26)

The alignment of the TE and TM axes with respect to the data captured by the

polarimeter was unknown, and was unlikely to be aligned. The angle of the rotation

and phase changes with the movement of any of the fibre leads and connectors.

To attempt to cater for these effects, the Stokes vector from the polarimeter

was modelled as though it underwent an arbitrary phase retardation and rotation,

and then projected onto the idealised diffraction grating of the SpectroBragg. The

calculated Stokes vector was then cross–correlated16 with the captured SpectroBragg

data.

For a Stokes vector, S pol, at the polarimeter, the calculated oscillation at the

detector of the SpectroBragg would be in S SB0
on top of the uncorrelated component

in the signal.

The Stokes vector S SB is given by

S SBin
= M

rot
M

pr
S pol (5.29)

where the phase retardation was provided by [17, 18]

M
pr

(φpr) =













1 0 0 0

0 1 0 0

0 0 cosφpr sin φpr

0 0 − sin φpr cosφpr













; φpr = −π
2
. . . π

2
17 (5.30)

The rotation was provided by

M
rot

(θrot) =













1 0 0 0

0 cos 2θrot sin 2θrot 0

0 − sin 2θrot cos 2θrot 0

0 0 0 1













; θrot = 0 . . . π 18 (5.31)

16The cross–correlation, Rxy, is defined as [15, 16]

Rxy(τ) = E [xk(t)y∗

k(t + τ)] (5.27)

= lim
T→∞

1

2T

∫ T

−T

x(t + τ)y∗(t)dt (5.28)

where E is the expected value, x(t) and y∗(t) are the functions being correlated.
17I.e. from −S3(LCP) to +S3(RCP).
18The factor of 2 in sines and cosines covers the full 2π of rotation [19].
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The phase retardation was applied prior to the rotation19 as the rotation of the

diffraction grating with respect to the SOP occurred after fibre introduced phase–

shifts to the SOP would have concluded.

The temporal cross–correlation between the SpectroBragg FBG peak intensity

changes and the polarimeter derived S SB was evaluated for each integer value of θrot

and φpr.

The maximum absolute value is reported as this would indicate the alignment

with least decorrelation, i.e. worst polarisation mitigation performance. The greater

the correlation of a given TE–TM arrangement to the SpectroBragg data, the closer

the alignment of those TE–TM axes to the SpectroBragg axes.

The figures shown here used Matlab’s xcorr function, shown here as R
Int.

, and

the tabulated values were obtained using Matlab’s corrcoef function, shown as

ρ
Int.

20.

The data obtained from the SpectroBragg and polarimeter were not of equiva-

lent length, as the sampling rate of the SpectroBragg and the polarimeter differed

slightly. The larger dataset was linearly interpolated to reduce it to the length of

the smaller dataset using Matlab’s interp1 function.

5.4.4.1 Phase noise and the SpectroBragg

The captured intensity levels used should not have exhibited any intensity related

non–linear behaviour, as the SLED provided a maximum power of 2.35 mW over

a 59.4 nm bandwidth. The intensity of the noise should therefore have a linear

dependence on the intensity throughout the fibre in the system under test.

The stationary Mach–Zehnder interferometer based approaches21 to separating

the orthogonal SOPs, and subsequently recombining them, relied upon the stability

of the interferometer. It was hoped that any instabilities would be slow compared

to the polarisation changes and would appear as low–frequency intensity changes.

The Oz Optics ODLs available proved to be very susceptible to ambient acoustic

vibrations. The ODL used in these experiments was an ODL650MC, which suffered

the least from vibration, being an enclosed unit. Figure 5.16 illustrates the sus-

ceptibility of the polarisation mitigation systems to interference noise. The arrows

indicate where the applied polarisation changes were stopped, i.e. the FC/APC

connector was not rotated, and the corresponding SpectroBragg output becomes a

smoother, lower–frequency oscillation. The high frequency oscillations correspond

to the applied polarisation changes, where the larger–amplitude lower–frequency

19As mentioned in §E.3 (page V.II E-7), matrix product operations in the three–dimensional
space of the Poincaré sphere do not, in general, commute.

20The correlation coefficient is discussed in §5.4.4.2 (page V.I - 246).
21The two approaches described in §5.3.2.3 (page V.I - 230) and §5.3.2.4 (page V.I - 232).
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Figure 5.16: Demonstrating the sensitivity of the stationary Mach–Zehnder
interferometer based systems to interference noise produced by vibrations at
the ODL. Arrows indicate sections of no added polarisation noise. (a) shows
the dihedral angle between subsequent SOPs and (b) shows the corresponding
output of the SpectroBragg.

oscillations are due to acoustic vibrations coupling–in phase noise.

In an attempt to eliminate the unwanted low frequency oscillations, on the as-

sumption that the frequency bands of the phase and polarisation noise are well

separated, Fourier transform frequency filtering was applied to the SpectroBragg

data. The Fourier transform of the SpectroBragg data from figure 5.12 (page V.I -

237) is illustrated in figure 5.17.

By incrementally zeroing additional low–frequency elements and calculating the

standard deviation of their inverse Fourier transforms, the plot of these standard

deviations indicates that a change from the low frequency band to a higher frequency

band can be observed by the change in slope. Figure 5.18 shows the standard

deviations for the FFT filtered data shown in figure 5.17. The change in slope at

about 0.5 Hz indicates a change in the spectral composition of the data. Zeroing all

non–DC components beneath this value should return data with reduced interference

and be more representative of the polarisation noise. The result is illustrated in

figure 5.19.

This approach is far from ideal, as the point at which filtering occurs is not

consistent across all datasets, nor is the separation of low frequency components

always as obvious, as is illustrated by the data shown in figure 5.20, obtained from
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Figure 5.17: The FFT of the SpectroBragg data with polarisation and inter-
ference noise.

a different set of data.

Shown in figure 5.21, as an example, are the effects of the FFT filtering upon the

cross–correlation plots for the anisotropic and isotropic FBGs in the absence of any

mitigation scheme. The datasets were normalised prior to correlation. The detailed

discussion of the results22 appears in appendix N (page V.II N-1).

Figure 5.21(a) shows the normalised temporal correlation, R
Int.

(τ), between the

unfiltered intensity captured by the SpectroBragg and the simulated intensity from

the polarimeter, for the anisotropic and isotropic FBGs. Figures 5.21(b) shows the

corresponding R
Int.

(τ) for the filtered data captured by the SpectroBragg and the

simulated data from the polarimeter.

The differences in the anisotropic FBG data are more pronounced than for the

isotropic FBG data. As there was no polarisation mitigation scheme used in this

control experiment, the FFT filtering removed frequency components that were not

introduced as a result of interferometric phase noise to intensity noise conversion.

The sources of this low–frequency noise may be vibrations within the SpectroBragg

itself or longer period intensity changes occurring within the experimental system.

22The quantity of material is quite large, and obscured the more cohesive argument that is
presented by summarising the results in this chapter.
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Figure 5.18: Plot of the standard deviation of the SpectroBragg data after FFT
filtering of low frequency components.
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Figure 5.19: (a) shows the original SpectroBragg data (from figure 5.16) and
(b) shows the filtered SpectroBragg data.
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Figure 5.20: Plot of ambiguous separation of low and high frequency compo-
nents using the approach used to produce figure 5.18.
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Figure 5.21: Plots of (a) The normalised cross–correlation, R
Int.

(τ), between
the unfiltered SpectroBragg output and the unfiltered optimum alignment of
the diffraction grating axes with the rotated SOP, S SB(θ), for the anisotropic
and isotropic FBGs; (b) The normalised cross–correlation, R

Int.
(τ), between the

respective filtered data, for the anisotropic and isotropic FBGs;.
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5.4.4.2 Quantifying the effect of the polarisation mitigation schemes

In order to quantify the effect of the polarisation changes upon the signal captured by

the SpectroBragg in the presence of filtered interference noise and possible changing

alignment of the polarimeter and the SpectroBragg linear polarisation axes, four

(two sets of two) quantities are presented. The first value is the correlation coefficient

(normalised cross–covariance function [20]), ρxy(τ), defined as

ρxy(τ) =
Cxy(τ)

σxσy

(5.32)

where σi; (i = x, y) are the ensemble standard deviations, and Cxy is the covariance

function defined as

Cxy(τ) = Rxy(τ) − µxµy (5.33)

and µi; (i = x, y) are the ensemble mean values [16]. The correlation coefficient

provides an indication of the preservation of a pattern, e.g. the captured data at

the SpectroBragg and the modeled data of the ideal polarisation mitigation scheme,

using the data captured by the polarimeter.

Two correlation coefficients are presented. The first is the correlation coefficient

of the temporal intensity patterns of the SpectroBragg, y, and polarimeter23, x.

ρxy(τ) would then be a measure of how consistently the changes in the SOP induced

intensity pattern were preserved through the different polarisation mitigation ap-

proaches. An improvement in polarisation mitigation would reduce the correlation

coefficient. For brevity, this correlation coefficient will be termed ρ
Int.

.

The second correlation coefficient is a measure of the temporal pattern in centroid

calculated SpectroBragg peak wavelength λB, x, and the SpectroBragg intensity

value, y. The centroid calculation depends upon the weighting of the contributing

pixels, i.e. the intensity profile of the signal. If the changing SOPs do not alter

the intensity at each pixel equally, there will be some correlation of changes in both

quantities. Again, for brevity this correlation coefficient will be termed ρ
λB

The correlation coefficient may be negative, indicating that the alignment is

negative, i.e. x→ −x′ for axis x at the polarimeter and x′ at the SpectroBragg. As

the positive or negative alignment of the axes is only a matter of sign, the absolute

value is presented in the table.

The second measure used for comparison is the mean normalised standard devi-

ation of the polarisation changes observed by the Polarimeter and the SpectroBragg

after the signal has been normalised to the average power level. This provides a

23Changes in polarimeter measured SOP refer to the polarised component only. The unpolarised
component will appear as a DC offset. The purpose of the polarisation mitigation approaches is
to mitigate the effects of changes in the polarised component.

V.I - 246



5.4. SOP CHANGES

means of comparing the standard deviation of the magnitude of the oscillation after

the polarisation mitigation approach. This is presented as the polarisation mitiga-

tion approach may exhibit a reduced correlation, but may also introduce a worse

signal to noise ratio24. To compare datasets from different dates, and with different

depolarisation or polarisation fixing systems in place, the standard deviation of any

background oscillations are also presented. In the case of a completely depolarised or

polarisation fixed signal, the SpectroBragg signal should be close to the background

signal level.

The approach adopted was to take the standard deviation and mean value of the

background data, i.e. before polarisation changes were applied, µbg and σbg, and

during the application of the polarisation changes, µ
∆SOP

and σ
∆SOP

. The dihedral

angles between subsequent SOPs, as in figure 5.15 (page V.I - 239), from the po-

larimeter data were used to determine where the boundary between these regimes

occurred.

The normalised standard deviations

σ
Int.∆SOP

=
σ

∆SOP

µ
∆SOP

and
σbg

µbg
(5.34)

are used to compare the effects of the polarisation noise across the different systems

under test. These values were calculated for both the SpectroBragg data and the

polarimeter data, to provide a before–and–after comparison of the changes in po-

larisation observed by both systems. If the output is effectively depolarised or SOP

insensitive, there should be little difference between the two values for SOP induced

intensity changes only.

The second standard deviation measure is of the peak wavelength, σ
λB

, as cal-

culated by the centroid algorithm using the SpectroBragg data. As the FBG is

nominally stable, the peak wavelength should, ideally, not change. Changes ob-

served may be attributed to changes in the coherence and/or polarisation of the

illuminating or reflected radiation by different means. Additionally, as the intensity

is filtered to reduce the effect of low–coherence oscillations, which are unlikely to

originate from changes in SOP, σ
λB

is presented for the filtered SpectroBragg data

and the original SpectroBragg data, for comparison.

24In the ideal case of two polarimeters, one before and after the polarisation mitigation approach,
this would appear as a decorrelation
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Quantity FBG Control Lyot
Lefèvre Circ. PDL
cont. / FM comp.

(a) |ρ
Int.

| Aniso. 0.22 (0.28) 0.36 (0.62) 0.14 (0.09) 0.22 (0.34) 0.10 (0.06)

Iso. 0.20 (0.18) 0.23 (0.47) 0.21 (0.35) 0.03 (0.08) 0.26 (0.51)

(b) σ
Int.

(pm)

Aniso.

{

SB.
{

w. ∆SOP 0.25 (0.56) 0.32 (0.42) 0.06 (0.09) 0.15 (0.25) 0.26 (0.79)
background 0.07 (0.03) 0.02 (0.0005) 0.01 (0.01) 0.02 (0.02) 0.03 (0.02)

Pol.
{

w. ∆SOP 0.38 (0.56) 0.46 (0.61) 0.40 (0.60) 0.62 (1.02) 0.39 (0.76)
background 0.04 (0.03) 0.02 (0.01) 0.03 (0.02) 0.12 (0.03) 0.36 (0.58)

Iso.

{

SB.
{

w. ∆SOP 0.13 (0.18) 0.25 (0.35) 0.06 (0.09) 0.38 (2.07) 0.12 (0.33)
background 0.03 (0.001) 0.05 (0.002) 0.01 (0.01) 0.13 (0.05) 0.02 (0.0004)

Pol.
{ w. ∆SOP 0.50 (0.55) 0.25 (0.26) 0.30 (0.36) 0.22 (0.25) 0.27 (0.48)

background 0.07 (0.18) 0.08 (0.11) 0.01 (0.03) 0.05 (0.004) 0.03 (0.002)

(c) σ
λB

(pm) Aniso.
{ w. ∆SOP 5.80 (7.41) 47.55 (59.11) 1.84 (2.41) 3.30 (4.05) 4.78 (7.18)

background 0.25 (0.07) 3.48 (0.06) 1.46 (2.94) 0.81 (0.42) 0.77 (0.70)

Iso.
{

w. ∆SOP 0.88 (1.05) 2.86 (3.42) 0.91 (1.40) 3.54 (5.11) 1.55 (2.89)
background 0.88 (0.28) 0.23 (0.21) 0.43 (0.60) 1.28 (0.73) 0.40 (0.16)

(d) |ρ
λB
| Aniso. 0.24 (0.40) 0.69 (0.75) 0.11 (0.08) 0.37 (0.38) 0.001 (0.05)

Iso. 0.46 (0.46) 0.12 (0.16) 0.69 (0.80) 0.74 (0.79) 0.63 (0.81)

Table 5.1: Combined summary of (a) correlation coefficient, ρ
Int.

, values for correlation between captured SpectroBragg intensity
and calculated S SB, in subsequent tables, the rotation and phase retardation angles which produced the value are listed under the
ρ

Int.
value; (b) the FFT filtered and unfiltered (in parentheses) normalised standard deviations, σ

Int.
, for both SpectroBragg and

polarimeter data; (c) the FFT filtered and unfiltered (in parentheses) standard deviation of centroid calculated wavelength, σ
λB

, for
the anisotropic and isotropic FBGs. The values are for the data with applied SOP changes and without applied SOP changes (i.e.
background); (d) the SpectroBragg intensity–centroid λB correlation coefficient, ρ

λB
, as a measure of intensity’s influence on λB.
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5.4.5 Summary of results

The results of the different polarisation mitigation schemes are discussed in more

detail in appendix N (page V.II N-1). Here a summary of the results is presented.

Table 5.1 contains (a) the correlation coefficient of the SpectroBragg and polarime-

ter data, ρ
Int.

, which is a measure of how consistently the SOP changes are repeated

on both devices; (b) the normalised standard deviations of the applied SOP and

background oscillations, σ
Int.

, as measured by the SpectroBragg and polarimeter;

(c) the standard deviation of the applied SOP oscillations in the centroid calcu-

lated wavelength, σ
λB

, for the SpectroBragg data; (d) the correlation coefficient of

the centroid calculated wavelength oscillations and the SpectroBragg data intensity

oscillations, ρ
λB

.

As measured by the polarimeter, both the anisotropic and isotropic FBGs had

similar degrees of polarisation, being ∼ 98% ± 4%. This indicates that the fibre

leads and the large SOP changes applied by the rotation of the FC/APC connector

were sufficient to reduce any effectively depolarised component25 of the radiation

relative to the polarised component. The anisotropic FBG may be considered as a

polarised reflector, whereas the isotropic FBG’s signal is polarised en–route to the

polarimeter26. As shown in figures 5.12 and 5.13 (page V.I - 237), this did not result

in equivalent coverage of the Poincaré sphere.

The anisotropic FBG would reflect a polarised signal, which would then experi-

ence phase retardation/rotations en–route to the SpectroBragg. The isotropic FBG

would, in contrast, reflect more evenly in both orthogonal orientations, with the

fibre en–route to the SpectroBragg polarising the signal.

The partial coverage of the Poincaré sphere by the isotropic FBG for all rotations

of the FC/APC connector meant that if the SOP changes were poorly mitigated in

one orientation of the FC/APC connector, the other orientations would not produce

substantial improvement as the SOPs would be similar. The converse was also true.

If the SOP changes were effectively mitigated, then the different orientations of the

FC/APC connector similarly benefited.

In contrast the anisotropic FBG had, in general, much broader coverage of the

Poincaré sphere27. Apart from poorly populated areas, most of the surface was

eventually sampled. This allowed the polarisation mitigation approach to be more

comprehensively investigated, and was consequently a more thorough test. If one

orientation of the FC/APC connector poorly mitigated SOP changes, another would

provide a sufficiently different effect. This could lead to one FBG type having an

25The aim of depolarisation as achieved by a Lyot depolariser, Takada depolariseret al. [2] or
polarisation scrambler is to have equal intensity in any arbitrarily chosen orthogonal axes system.

26Assuming that the at–rest isotropic FBG does not polarise upon reflection.
27Except for the Lyot & Circulator / Faraday Mirror dataset, shown in figures N.12 (page V.II

N-19) & N.32 (page V.II N-41).
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inconsistent result relative to the other type of FBG.

As the reported values in table 5.1 are evaluated on all the SOP changes, this

can lead to an averaging of relatively good and bad polarisation mitigation perfor-

mance into a single value28. As such, the value reported may not match the apparent

improvement in the figures in appendix N (page V.II N-1). Conversely, the unim-

proved parts will have a smaller value in this case. The single value is presented as

the polarisation mitigation approach should operate independent of input SOP.

The values in table 5.1 require some elaboration. As a graphical aid to the

following discussion, figures 5.22 to 5.25 are presented. These are graphical repre-

sentations of table 5.1(b), showing the anisotropic FBG SpectroBragg σ
Int.

values

(figure 5.22), the anisotropic FBG Polarimeter σ
Int.

values (figure 5.23), the isotropic

FBG SpectroBragg σ
Int.

values (figure 5.24) and the isotropic FBG Polarimeter σ
Int.

values (figure 5.25)29. The discussion will also refer to the Poincaré sphere figures

in appendix N (page V.II N-1).

Of the various polarisation mitigation approaches investigated, the Lyot depo-

lariser that was tested provided the worst performance. This was expected as the

device was designed to depolarise a broad band signal and both the FBG bandwidth

and the minimum SpectroBragg spectral range natively resolved were smaller than

this minimum requirement.

The Lyot, as a consequence, converted SOP changes into phase noise (see §3.2.4.3

(page V.I - 140)), providing worse performance than the control experiment30. The

only values smaller than the equivalent control experiment values, are the isotropic

λB–intensity correlation coefficient, ρ
λB

, and the isotropic background σ
λB

values31.

As such, the performance is as expected and it does not require further comment.

5.4.5.1 Lefèvre controller approach

The first polarisation mitigation approach attempted was to do SOP fixing using

the Lefèvre polarisation controller. The design was arrived at due to the available

apparatus, and was later found to be a modification of the approach reported by

Takada et al. during the literature review for the work.

The Lefèvre polarisation controller approach decorrelated the SpectroBragg and

polarimeter intensities by ∼ 34% for the anisotropic FBG. The correlation is ∼ 6%

28It was not always possible to determine where one set of SOP changes concluded and the next
commenced, e.g. figures N.35 (page V.II N-44) and N.37 (page V.II N-45).

29A ratio of the SpectroBragg values to Polarimeter values could be considered as a measure of
the effectiveness in reducing of the changing SOP oscillations. However, a large Polarimeter value
in the denominator would be indistinguishable from a small SpectroBragg value in the numerator,
and so this approach is not used for this discussion.

30The Lyot and control experiment can be compared using the unfiltered values, as neither had
the facility to couple in the acoustic noise, as do the other approaches.

31The low correlation coefficient refers to the applied SOP σ
λB

value only.
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Figure 5.22: Anisotropic FBG values for unfiltered and FFT
filtered SpectroBragg data showing the intensity standard devi-
ations for the applied SOP changes and background, from table
5.1(b) (page V.I - 248).
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Figure 5.23: Anisotropic FBG values for unfiltered and FFT
filtered Polarimeter data showing the intensity standard devia-
tions for the applied SOP changes and background, from table
5.1(b) (page V.I - 248).
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Figure 5.24: Isotropic FBG values for unfiltered and FFT fil-
tered SpectroBragg data showing the intensity standard devia-
tions for the applied SOP changes and background, from table
5.1(b) (page V.I - 248). Unfiltered Circ. /FM value, 2.07, is off
figure scale and listed.
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Figure 5.25: Isotropic FBG values for unfiltered and FFT fil-
tered Polarimeter data showing the intensity standard devia-
tions for the applied SOP changes and background, from table
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larger for the isotropic FBG. This apparently contradictory result may be explained

by the distribution of SOP changes upon the Poincaré sphere. The changes in SOP

for the anisotropic FBG (figure N.22 (page V.II N-31) covered the Poincaré sphere

more completely than did the isotropic FBG (figure N.23 (page V.II N-32)). For any

rate of efficiency in polarisation fixing, the anisotropic FBG would exhibit a greater

decorrelation than the isotropic FBG.

From figure 5.23 (page V.I - 251), the anisotropic FBG Polarimeter σ
Int.

values

for the control, Lyot and Lefèvre controller approach are roughly equivalent despite

not having the same Poincaré sphere coverage. The corresponding SpectroBragg

values in figure 5.22 (page V.I - 251), show a drop of ∼ 76% in the FFT filtered

value from the control level.

In contrast to the anisotropic FBG, the isotropic FBG Polarimeter σ
Int.

values in

figure 5.25 (page V.I - 252) do not show the same consistency. This again may be an

issue of the Poincaré sphere coverage, as is evident in figure N.23 (page V.II N-32),

or with the less clearly separated high frequency SOP changes and lower frequency

acoustic noise during FFT filtering.

Taking the latter case first, inadequate low–frequency FFT filtering would in-

crease the ρ
Int.

value, and as the low–frequency oscillations were typically larger than

the higher–frequency SOP induced oscillations, would also increase the σ
Int.

value.

In the former case, the restricted SOPs occupied by the isotropic FBG would yield

similar performance in comparison to the anisotropic FBGs.

As the different polarisation mitigation approaches were tested, the fibre leads

to the FBG would have been moved as the different apparatus were connected and

disconnected. Despite the attempt to minimise differences in movements, these

relative movements would equate to a fixed translation/rotation about the Poincaré

sphere. By covering less of the Poincaré sphere, the isotropic FBG SOPs would be

more variant under fixed rotations/ phase retardations which may account for the

less consistent distribution of σ
Int.

.

Figure 5.24 (page V.I - 252) shows an improvement for the Lefèvre controller

approach, agreeing with the anisotropic FBG values. The drop in the FFT filtered

σ
Int.

value is ∼ 54%, less than for the anisotropic FBG.

The centroid calculated λB values in tables 5.1(c) (page V.I - 248) & 5.1(d) follow

the same pattern as the intensity values. Figures 5.26 & 5.27 show the σ
λB

values

for the anisotropic and isotropic FBGs, respectively. For the anisotropic FBG, the

relative performance in figure 5.26 is qualitatively similar to that in figure 5.22 (page

V.I - 251) under applied SOP changes. The main difference is that the background

level is much larger than for the control experiment background σ
λB

value, by 584%.

Consequently, the difference is reduced between the background and applied chang-

ing SOP σ
λB

values, ∼ 126%, compared to the control experiment difference of
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Figure 5.26: Anisotropic FBG values for unfiltered and FFT
filtered SpectroBragg data showing the centroid standard devi-
ations for the applied SOP changes and background, from table
5.1(c) (page V.I - 248). Anisotropic FBG unfiltered & FFT fil-
tered Lyot values, 59.11nm & 47.55nm, are off figure scale and
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Figure 5.27: Isotropic FBG values for unfiltered and FFT fil-
tered SpectroBragg data showing the centroid standard devia-
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2320%. This is the largest background σ
λB

value of any of the approaches tested.

Although the FFT filtering does introduce some Gibbs effect oscillations, the un-

filtered background σ
λB

value exceeds the corresponding value for the applied SOP

changes.

For the isotropic FBG, there is almost no change between the control experiment

and the Lefèvre controller approach. The control experiment applied SOP changes

and background σ
λB

values are the same, but the Lefèvre controller background σ
λB

value is less than half the applied SOP change value. This is the lowest isotropic

FBG value of the polarisation mitigation approaches tested.

Despite the non–linear relationship between the SOP changes, the ρ
λB

for the

centroid calculated anisotropic FBG values are smaller than the control experi-

ment but larger for the isotropic FBG. This difference between the anisotropic and

isotropic FBG values may, again, be to do with the relative coverage of the Poincaré

sphere by the two FBG types, or the effectiveness of the FFT filtering.

5.4.5.2 Circulator/Faraday Mirror approach

The Lefèvre polarisation controller was easy to approximately configure. However,

as the oscillations were progressively suppressed, the determination of further im-

provements became more difficult. The fibre loop holders could not be locked into

position, and, when nearly parallel with the optics bench, would on occasion fall

under their own weight onto the optical table unless supported.

The Circulator/Faraday Mirror approach promised a much simpler assembly, as

the Faraday Mirror’s fixed half–waveplate effect required no configuration, and was

only limited in terms of the wavelength sensitivity of the Faraday rotator. This ver-

sion should have exhibited polarisation fixing as good as or better than the Lefèvre

controller approach.

As shown in figures 5.22 (page V.I - 251) and 5.24 (page V.I - 252), the Circula-

tor/ Faraday mirror does not perform as well as the Lefèvre controller. The corre-

lation coefficient ρ
Int.

is unchanged from the control experiment for the anisotropic

FBG. The value is similar to the isotropic FBG values for the other polarisation

mitigation approaches. The SpectroBragg σ
Int.

value is smaller than the control ex-

periment value (∼ 60%) but larger than the Lefèvre controller value (∼ 250%). In

contrast, the isotropic FBG ρ
Int.

value is the lowest of any of the ρ
Int.

values on the

table, and the same for the unfiltered ρ
Int.

value.

The anisotropic FBG σ
Int.

value is ∼ 60% of the control experiment value, figure

5.22 (page V.I - 251). The corresponding Polarimeter σ
Int.

value is ∼ 160% of the

control and Lefèvre controller values, figure 5.23 (page V.I - 251), despite having

reduced coverage of the Poincaré sphere.

The isotropic FBG σ
Int.

value provides the largest value in the table at ∼ 292%
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that of the control experiment value, figure 5.24 (page V.I - 252), despite having

a lower Polarimeter σ
Int.

of ∼ 44%. The low correlation coefficient ρ
Int.

is of little

benefit given the control experiment’s improved performance.

The centroid calculated σ
λB

values follow the qualitative pattern of the intensity

values. The anisotropic FBG values are similarly smaller than the control experi-

ment value (∼ 57%) but larger than the Lefèvre controller value (∼ 179%). The

isotropic FBG σ
λB

value follows the SpectroBragg σ
Int.

pattern, being ∼ 402% of the

control experiment value.

As for ρ
Int.

, the anisotropic FBG ρ
λB

value is larger than both the control and

Lefèvre controller values, ∼ 154% and ∼ 226%, respectively. The isotropic FBG ρ
λB

value is the largest of all ρ
λB

values on the table, diverging from the ρ
Int.

value being

the lowest. The anisotropic FBG performance is the second best, despite the largest

Polarimeter σ
Int.

value, as can be seen in figures 5.23 (page V.I - 251) and 5.26 (page

V.I - 254). The different distribution of SOPs on the Poincaré sphere may have been

responsible for the increased σ
Int.

value, however the correlation value indicates that

the SOP oscillations were not effectively removed.

The isotropic values are the largest in both figures 5.24 (page V.I - 252) and 5.27

(page V.I - 254). The distribution pattern of isotropic FBG SOPs on the Poincaré

sphere, figure N.35 (page V.II N-44), differed from those of the Lefèvre controller,

figure N.25 (page V.II N-34), but was closer to the distribution patterns for the

other polarisation mitigation approaches32.

The most likely cause of the decreased performance, relative to that achieved

by the Lefèvre controller approach, was that the fixed half–waveplate rotation may

have been modified by residual twists or turns in the fibre of the circulator or Y–

coupler arms used to combine the SOPs. Consequently, the SOPs may not have been

parallel or at the same intended OPD. The unfiltered SpectroBragg intensity for the

anisotropic FBG shown in figure N.32(a) (page V.II N-41) does not exhibit much

obvious low–frequency oscillation, but the isotropic FBG shown in figure N.33(a)

(page V.II N-42) does. A circulator using PMF was not available, and so the possible

performance was unlikely to have been achieved.

In contrast, the Lefèvre controller was configured by observing the output on the

SpectroBragg and on a polarising beam–splitter connected to a balanced detector.

Any modification of the SOPs from the Lefèvre controller to the Y–coupler could

have been minimised during this configuration, improving the performance over the

fixed Faraday mirror.

Although it was not tested, the use of a Lefèvre polarisation controller after the

circulator may have improved performance, but this arrangement would combine

32The anisotropic FBG coverage of the Poincaré sphere was the closest to the isotropic FBG
shape of all the anisotropic FBG experiments. The cause of this difference in coverage is unknown.
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the expense and difficulty of configuration of both approaches.

5.4.5.3 PDL balancing approach

The PDL balancing approach, figure 5.10 (page V.I - 233), matched the losses in

both orthogonal SOPs so that the effective signal captured by the SpectroBragg had

|E‖| = |E⊥|. This approach departs from the previous approaches in that the losses

are matched, thus decreasing the intensity throughput to achieve a polarisation

mitigation benefit.

The approach also requires quasi–static PDL through the whole apparatus. This

condition was unlikely to have been kept, as the rotation of the FC/APC connec-

tor would have locally altered the PDL at the FC/APC connector. Additionally,

although the SMF based attenuator and ODL were unwound and fixed to the bench

between the PMF polarising beam–splitters, any residual twists or turns may have

resulted in both axes of the second PMF section being illuminated, and hence a

mixing of SOPs at recombination.

The ρ
Int.

is the lowest across all the approaches for the anisotropic FBG, with

the nearest being the Lefèvre controller value. In contrast the isotropic FBG ρ
Int.

value is the largest.

However, as shown in figures 5.22 (page V.I - 251) and 5.24 (page V.I - 252), the

PDL balancing approach does not differ much from the control experiment. The

SpectroBragg anisotropic and isotropic FBG σ
Int.

values are almost identical to the

control experiment values (∼ 104% & ∼ 92%, respectively). The corresponding

Polarimeter anisotropic FBG σ
Int.

value is ∼ 103% of the control experiment value,

while the isotropic FBG σ
Int.

value is ∼ 54% of the control experiment value. As

observed by the SpectroBragg, the PDL balancing approach has only attenuated

the intensity oscillations in line with the overall intensity.

Figure 5.26 (page V.I - 254) shows that the centroid calculated anisotropic FBG

σ
λB

PDL balancing value is only a slight improvement over the control experiment

value (by ∼ 83%), while figure 5.27 (page V.I - 254) shows the isotropic FBG σ
λB

value is almost double the control experiment value (∼ 176%).

The anisotropic FBG ρ
λB

value is almost totally decorrelated, despite the control

experiment and PDL balancing σ
λB

values being similar. Again, as for the small

isotropic FBG Circulator/Faraday mirror ρ
Int.

value, the correlation is of little benefit

here. The isotropic FBG ρ
λB

value is larger compared to the control experiment

value (∼ 137%). As the two correlation coefficients are low, but the magnitude

of the oscillations remains unchanged, the failure to meet the quasi–static PDL

requirement and the phase and polarisation–sensitivity of the diffraction grating are

likely to be the reason the quoted depolarisation performance was not achieved.

Overall, for the phase and polarisation–sensitivity of the SpectroBragg the PDL
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balancing approach did not improve the SpectroBragg performance over the control

experiment in terms of intensity or centroid calculated λB.

5.5 Conclusion

The ideal polarisation fixer would take all arbitrarily polarised input SOPs and

output a single SOP, coherently added, but with zero OPD. As reported by Tateda

et al., no current passive optical device will coherently add rotated SOP components

without converting the phase shift describing the ellipticity into a non–zero OPD [7].

By combining the decoherence approach of Takada et al. with the polarisation

fixing approach of Tateda et al., the best polarisation mitigation, as measured, of

the approaches tested was achieved for the anisotropic FBG. Any reduction in the

coverage of the Poincaré sphere achieved by an approach would exhibit a larger

difference for the anisotropic FBG which covered more of the Poincaré sphere to

begin with.

Comparing figures 5.22 (page V.I - 251), 5.24 (page V.I - 252), 5.26 (page V.I

- 254) and 5.27 (page V.I - 254) shows that the Lefèvre polarisation controller ap-

proach produced an improvement, or at least approximately equivalent performance,

to the control experiment; the isotropic FBG σ
λB

value is < 4% larger than the con-

trol experiment value.

However, the conceptually similar Circulator/Faraday mirror approach does not

exhibit similar performance. The anisotropic FBG values are improved over the

control experiment values, but the isotropic FBG values are larger than the control

experiment values. The lack of all PMF circulator and combining Y–coupler are

possible sources for the drop in performance.

The different experimental apparatus had limitations that compromised the per-

formance that may have been possible. At the time of data capture, these limitations

were not as evident as the results in table 5.1 (page V.I - 248) make clear. Indeed,

when comparing the SpectroBragg and Polarimeter σ
Int.

values, as in figure 5.28

showing the respective ratios, the circulator/ Faraday mirror approach is not too far

behind the Lefèvre polarisation controller approach for the anisotropic FBG.

The spectral bandwidth differences between the isotropic and anisotropic FBGs

with the unbalanced Mach–Zehnder based polarisation mitigation schemes may have

benefited from being repeated at different OPD values, such that any acoustic vi-

brations being interferometrically coupled into the signal were minimised. As the

experiments were performed, the unbalanced Mach–Zehnder were already limiting

the phase noise, but further improvements may have been attainable.

The greatest limitation to these techniques, as investigated, was the unwanted

introduction of phase noise, which dominated the signal over the polarisation noise.
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Figure 5.28: Ratios of the FFT filtered SpectroBragg σ
Int.

val-
ues (figures 5.22 (page V.I - 251) & 5.24 (page V.I - 252) to the
FFT filtered Polarimeter σ

Int.
values (figures 5.23 (page V.I -

251) & 5.25 (page V.I - 252)) for the anisotropic and isotropic
FBGs.

Unbalancing the stationary Mach–Zehnder interferometer reduces the interferomet-

ric phase noise, but requires a priori knowledge of the coherence length of the source

to adhere most closely to stationarity requirements.

The disadvantage of the unbalanced stationary Mach–Zehnder interferometer is

that the SOPs that are combined are not from the same input signal (i.e. the OPD

results in a relative time difference τ > 0). The mismatch is greatest for higher–

coherence signals, where the side–lobes of signals from different times may interfere

to produce significant phase noise artefacts.

An additional source of variation was in the distribution or coverage of the SOPs

on the Poincaré sphere for the different FBGs. Appendix N (page V.II N-1) contains

the Poincaré sphere plots for the anisotropic and isotropic FBGs as captured by the

Polarimeter. As the Poincaré sphere is a three–dimensional structure, different 2D

projections are supplied.

Comparing the azimuthal equidistant projection33 figures shows that neither the

individual anisotropic or isotropic FBG distributions were the same. While the

33The azimuthal equidistant projection takes a point on the sphere34(−S2) and plots the distance
of each point along the great circle containing −S2, the point and +S2 at the angle that point
resides with respect to +S1. As such the outer diameter of the plots represents +S2, i.e. a distance
of π along the great circle. Relative areas are not preserved, but this projection does allow for
comparison.

34This was chosen for convenience in demonstrating the ring like distribution of the Lefèvre
controller isotropic FBG set, in figure N.57 (page V.II N-62).
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anisotropic FBGs sampled most of the Poincaré sphere, the isotropic FBGs sampled

only a small area, which was not consistent across the figures.

An interesting question which could not be addressed in the time available for

the experimental work was whether the performance of the approaches relied upon

the specific area of the Poincaré sphere covered, and in particular the improvement

obtained by the Lefèvre controller approach?

The work presented here was limited by the time available for the experimental

work and apparatus to test the various questions the experiments prompted. The

PDL balancing approach’s requirement for quasi–static system PDL was limited by

the method of changing SOPs, which a deterministic polarisation controller may not

have necessarily introduced. However, even under laboratory conditions with most

fibre taped to a bench, the necessity of connecting to or reconnecting equipment

that does not share the same plane as the bench will limit the quasi–static PDL

achievable.

Further investigation of the various issues mentioned in determining the perfor-

mance limits of the different approaches is needed before a proper conclusion can

be arrived at. This work may be considered as an initial investigation of these

approaches for use with devices such as the SpectroBragg.
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Chapter 6

π–shift Interferometry with HTT

6.1 Introduction

Distributed and remote sensing configurations, as in figure 6.1 (a) & (b), respectively,

use the passive long distance transmission capabilities of fibres. The distances are

limited by the attenuation or extinction [1] of the signal as it passes through the

fibre. The attenuation experienced is the sum of the absorption of the light and

scattering of the light out of the guided modes of the fibre.

Figure 6.1: (a) Distributed sensing: the sensors are located distances from each
other; (b) Remote sensing: The sensors are located closer together, but at a
distance from the source and detector.

Rayleigh scattering provides the fundamental minimum to signal attenuation,

as molecular based scattering cannot be totally eliminated [2–4]. For SMF–28 the

attenuation is quoted at & 0.2 dB/km1 at 1550 nm2. For distributed fibre sensing

the light must travel from the light source along the fibre, and then be reflected back

1The ITU G652 recommended value of < 0.28 dB/km.
2From Corning SMF-28e+ optical fiber with NexCor Technology product information, Corning

Inc. (http://www.corning.com/WorkArea/showcontent.aspx?id=27659).
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along the length from the sensor to the detector or transmitted along the remainder

of the fibre to the detector. The light will experience attenuation in both directions,

and for longer distances requires amplification or the use of higher power sources

(which may introduce non–linear effects into the system).

The scattered and guided radiation can be considered as consisting of two com-

ponents, incoherent and coherent radiation. The scattered radiation outside the

coherence length adds incoherently. The scattered radiation within the coherence

length of a source adds coherently, modifying the guided mode. The observed in-

tensity is the result of the beating of the original signal and the coherently scattered

light and a background of incoherently scattered light.

For a phase sensitive demodulation system, such as an interferometer, the co-

herently scattered radiation is recovered as phase noise. The narrower the source

spectrum (i.e. higher the coherence), the greater the relative effect of phase noise

will be. For low–coherence and incoherent sources, the scattered radiation reduces

the visibility of fringes. Rayleigh scattering is an extensive effect, and so impairs

the resolution with which remote sensors can be demodulated.

Optical noise arising in the system prior to entering the interferometer will be

split between the paths of the interferometer equivalently to the desired signal.

Common–mode rejection of this optical noise using the two π–shifted complementary

interferograms output by a two–beam interferometer is reported here. The common–

mode noise is removed as a DC component during the signal processing. This

is used to extend the range over which a transmitted signal can be consistently

demodulated [5].

In this chapter the Hilbert transform technique, HTT [6], is used to analyse two–

output, π–shifted interferograms to demodulate fibre Bragg grating, FBG, signals.

The Hilbert transform technique has been demonstrated to provide higher resolution

wavelength determination than Fourier transform spectroscopy using shorter inter-

ferometer scans [6–9]. The π–shifted interferograms should allow for the recovery of

interferograms not detectable with single–output interferograms. The centroid and

Hilbert transform techniques are used to determine the mean or peak wavelength

position, for comparison purposes.

The Hilbert transform technique using π–shifted interferograms is examined with

varying noise levels provided by a laser co–propagating with the reflected FBG

signals. The amplitude of the noise at the detector can be tuned by varying the

attenuation of the laser. The phase noise introduced by the laser will also degrade

the spectrum returned and reduce resolution.

Instead of placing the reference laser at the interferometer, the reference beam

traversed the same distance as the FBG signal. This provided the greatest scattering

based noise on the reference signal. The recalibration process could then have intro-
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duced the reference noise onto the FBG signal, decreasing the SNR below that from

the FBGs alone. The common–mode noise rejection provided by the two–output,

π–shift interferograms is measured by the noise reduction of the high–coherence

telecomms laser, rather than the lower–coherence FBGs.

The experiment is undertaken at the limit of the two–output π–shift technique’s

sensitivity, where the recovered signal is just above the background noise level,

and unrecoverable using single–output interferometry. The experimental conditions

are thus at the limit of the technique’s effectiveness. This is to demonstrate the

advantage of the two–output, π–shift technique in extending the range over which

FBGs can be effectively demodulated.

6.2 Theory

This chapter reports the use of the Hilbert transform technique [6, 7] together with

two–output, π–shifted phase–shifting interferometry [5], appendix 12.B of [10]. This

would primarily be of benefit in quasi–distributed and remote sensing applications

where Rayleigh scattering noise can accumulate. For quasi–distributed sensing the

distant sensors would return lower signal levels than the nearer sensors due to greater

attenuation, unless the reflectivity were tailored to be lower for closer sensors. Such

customisation would increase costs, and is therefore less likely to occur than the

situation where different strength sensor signals are encountered at the detector.

Transmission of light over optical fibres is limited by two processes, absorption

and scattering3, which equal the total attenuation experienced by the signal [1].

Absorption in fibres in the telecomms bands4 largely occurs where contaminants

or defects occur within the guiding mode field. The absorbers can be introduced

during manufacturing, by diffusion from the environment and by unclean splices.

Absorption can also occur due to the presence of Hydrogen atoms which form OH−

molecules [14] at defect sites5, see §2.2.2.1 (page V.I - 25).

The manufacturing process has been refined to reduce the presence of absorbers

in fibre beyond ITU–T standards [15], due to the commercial competitive advan-

tage held by lower absorption fibre. Absorption losses have been minimised by the

manufacturing process but are never totally eliminated in practice.

Attenuation losses also occur due to scattering processes. Light may be scat-

tered in directions outside the range for waveguiding and be quickly lost from

3Ignoring radiation losses due to bend curvature [11].
4The telecomms bands are defined, but not specified, by the ITU–T [12, 13]. The bands are

indicated in figure 2.4 (page V.I - 30) above the wavelength axis.
5To a lesser extent H2O [15]. OH− molecules have absorption peaks at ∼ 700nm, ∼ 900nm and

∼ 1380 nm [11] in the fibre [16]. Hydrogen may diffuse through the fibre after manufacture and its
impact can be controlled by the use of Deuterium after drawing [17], which shifts the resonance
peak to longer wavelengths [18].
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the fibre. The quoted scattering–dominated attenuation losses are ≤ 0.22 dB/km

and ∼ 0.2 dB/km at 1550 nm for Corning LEAF and SMF–28e fibre. There are

three forms of scattering typically encountered in currently produced optical fi-

bres6: Rayleigh, Brillouin and Raman. Raman scattering and Brillouin scattering

are inelastic scattering processes7, i.e. they involve the redistribution of part of the

optical energy into frequencies, ωs, differing from the original signal, ωi, by the sum

and difference of phonons, ωp, occurring at optical and acoustic frequencies, respec-

tively [20]. For the present work, Rayleigh scattering8 is the elastic scattering process

of the incident Poynting vector by randomly distributed scatterers, dimensionally

smaller than the incident wavelength. The incident and scattered frequencies are

the same, as there are no Doppler shifts present, but the polarisation and phase are

altered and randomised [22]. The randomly distributed scatterers arise from non–

propagating diffusive fluctuations [23], and is discussed in §2.2.2.2 (page V.I - 28).

Rayleigh scattering provides a fundamental limit to minimisation of attenuation.

6.2.1 Phase noise

Rayleigh scattering attenuation of a transmitted signal limits the distance over which

the signal can be transmitted. For lengths shorter than this limit, the scattered light

guided by the fibre has the same frequency as the original signal, but random phase

differences9, as discussed in section §2.2.2.2 (page V.I - 28).

Interferometric demodulation techniques based upon Michelson or Mach–Zehnder

interferometry have the Fellgett or Multiplex advantage [24], where the time needed

to obtain a given signal–to–noise ratio, SNR, across the whole spectrum window is

reduced compared to other methods, by simultaneously recording the whole spectral

window [25]. These demodulation techniques also suffer the multiplex disadvantage,

where signal carried fluctuations are recorded simultaneously for all wavelengths [26].

Rayleigh scattering appears as phase–noise on the unmodified, generating signal.

For a source, the signal’s phase will have interfering contributions from scattering

within the coherence length as it traverses the fibre. The longer the coherence

length, as for high–coherence sources, the greater the accumulation of phase noise.

This is a disadvantage as high–coherence sources are desirable for long distance

6Currently manufactured fibres are made with highly refined manufacturing processes. Prior to
this, fibres could contain scattering centres large in comparison to the guided wavelength, resulting
in Mie scattering.

7Raman and Brillouin scattering are typically 30− 20 db weaker than Rayleigh scattering [19].
8Under which all elastic scattering processes may be (and frequently are) grouped. It is usually

understood that the Rayleigh scattering name is used for scattered intensity that has a λ−4 depen-
dence. The extent of Rayleigh’s work on scattering and the varying naming conventions, variously
including –Gans, –Debye and –Mie for example, are grouped under Rayleigh scattering [21]. Here,
Rayleigh scattering is the λ−4 dependence.

9The spectrum will exhibit a broadened, lower–coherence profile due to the phase–noise com-
ponents synthesising frequency components.
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communications due to the power levels achievable and the spectral density for

information transfer they facilitate.

The phase–noise from a high–coherence source should not modulate the low–

coherence signal, as the noise effect should be similar to non–white noise, which

is spectrally associated with the generating signal [26]. However, the transmission

distances may be considered the optical far–field for the scattering events, and may

generate spatial coherence between the scattered beam from one signal and another

signal [27]. This makes the phase noise ‘whiter’ than it would otherwise have been.

There exists the possibility of Double Rayleigh backscattering [28,29], where the

scattered light experiences further scattering, reversing the direction again. Double

scattering will be a weak contribution to phase noise. This does not violate the

single–scattering condition, as the second scattering is assumed to be in the far–

field, rather than multiply scattered in the near–field.

The field at the input to an interferometer, after traversing a length L of fibre,

is the sum of the direct radiation and the scattered radiations [30],

E total(L, t) = E signal(L, t) + E noise(L, t) (6.1)

where E signal is the direct amplitude

E signal(L, t) = E 0e
i(ωt−Φ(L))e−αscL (6.2)

and

E noise(L, t) = E source(L, t) + E fs(L, t) + E ds(L, t) + . . . (6.3)

where E source is the source amplitude, E fs is the forward scattered amplitude and

E ds is the double backward scattered amplitude. The magnitudes of the scattered

amplitudes will be smaller than the magnitude of the direct radiation, with the

amplitude decreasing with more scattering events.

A two–beam interferometer autocorrelates E total by modulating E total in one

arm. The detector measures the intensity, and so the self– and cross–products of

the different scattered radiation terms become very small and may be neglected.

The cross–products of the scattering terms with the direct signal, although small

compared to the direct signal, cannot be neglected. For equal intensities in the two

arms, the interferometer output intensity is given by equation (B.25) (page V.II

B-10)
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IInterferometer(L, t) = 〈E total(L, t)E
∗
total(L, t+ τ)〉

= 2E signal(L, t)E
∗
signal(L, t+ τ)

+2E noise(L, t)E noise(L, t+ τ)

+2E signal(L, t)E noise(L, t)

(6.4)

The result is that the scattering observed at detection can be enhanced over

the single pass scattering, and may fall into a different temporal databin to the

generating signal, but still have intensity fluctuations due to its (reduced) mutual

coherence. Double Rayleigh scattering is more of an issue in amplifier systems,

where the noise is amplified and the impact on the final recorded signal can be due

to the accumulated amplified noise in addition to the randomised phase. These

considerations can be ignored within this work as the intensities are likely to be

very low and the only amplifiers are in receivers, after the optical signal has been

converted to an electrical signal.

The information in the interferogram will be degraded by the presence of noise,

limiting the resolution with which the measurand can be determined. The inten-

sity noise can reduce the recoverable signal by reducing the SNR. The removal of

Rayleigh scattering originating phase–noise can allow previously undetectable sig-

nals to be effectively demodulated.

6.2.2 Phase–shift interferometry

Interferometry uses information obtained from the interference of light to deter-

mine properties of the light, as has been outlined in section §B.1 (page V.II B-4).

For sensing purposes with FBGs, the property most frequently sought is the mean

wavelength.

A monochromatic electromagnetic plane wave propagating in the z–direction is

described by

E(t, z) = E inc(t)e
iφ(t)e(−ikz) (6.5)

where E inc(t) is the incident amplitude, φ(t) is the temporal phase fluctuation, and

k =
ω

c
is the wavenumber; ω is the angular frequency and c is the speed of light. For

wide–sense stationary conditions, we can take E inc(t)e
iφ(t) = constant = E inc, i.e.

no source amplitude variations. Scanning two–beam interferometers, e.g. Michelson

and Mach–Zehnder, rely upon wide–sense stationary conditions to scan through z to

obtain the interferogram of the source. Otherwise the interferometer scan samples

different source conditions at different times, and the resulting interferogram does

not return the signal spectrum.

For sensors, the wide–sense stationary condition may not be met. The measurand
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may change faster than the system can scan, so

∫ t+tscan

t

E inc(t)e
iφ(t)dt = g(t) 6= const. (6.6)

For wide–sense stationary ergodic processes [31, 32], the single detector observing

at a range of times can be replaced by a range of detectors looking at an instant

of time [33]. Minimising the number of detectors to achieve unambiguous phase

determination is the subject of phase–shift interferometry.

To demonstrate the benefits of phase shifting interferometry, the basic case of

two beams interfering is considered. As illustrated in figure 2.27(a) (page V.I - 84),

and summarising the results of appendix §B.1 (page V.II B-1), at the point where

the two beams from arms 1 and 2 interfere, the observed intensity is [34]

I =
[

E∗
1 e

iφ(t) + E∗
2 e

iφ(t)+φexp
] [

E 1 e
iφ(t) + E 2 e

iφ(t)+φexp
]

= I1 + I2 +
√
I1I2cos(φexp)

(6.7)

or10

I = Iinc [1 + γcos(φexp)] ; γ =

√
I1I2
Iinc

(6.8)

where E 1 and E 2 are the amplitudes in arms 1 and 2, Iinc is the incident DC

intensity, I1 and I2 are the intensities in arms 1 and 2 (and I1 + I2 = Iinc), γ is the

fringe visibility, φexp is a relative known phase shift between the test and reference

beams. Figure 2.27(b) shows a fibre equivalent of 2.27(a).

There are three unknowns in (6.8): φexp, γ and Iinc, requiring three equations to

solve simultaneously. Therefore the minimum number of detectors for unambiguous

determination is three, with different known phase shifts of φexp.

The phase can be uniquely determined from the three instantaneous intensities

[34]

Ia = Iinc [1 + γ cos(φ(t) − φexp)]

Ib = Iinc [1 + γ cos(φ(t))]

Ic = Iinc [1 + γ cos(φ(t) + φexp)]

(6.9)

by rearranging the terms to give

φ(t) = tan−1

[(

1 − cos(φexp)

sin(φexp)

)

Ia − Ic
2Ib − Ia − Ic

]

(6.10)

Equation (6.8) requires three equations for unambiguous determination of φ(t).

Three evenly spaced phase–shifted interferograms, i.e. phase steps of 2π/3, in an

all–fibre arrangement, can be achieved using a 3 × 3 coupler [35, 36], as shown

10As descussed in Appendix §B.1 (page V.II B-1).
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Figure 6.2: All–fibre three–output phase–shift interferometer arrangement. A
3 × 3 coupler splits the incident light into three arms, each with 33% of the
incident light. Upon reflection, the light exits the 3 × 3 coupler and the π/3
phase shifts are obtained.

schematically in figure 6.2. This arrangement requires the three arms to be balanced,

in a non–scanning mode. The balancing of these arms is a complication that can

make the design difficult to achieve. The phase modulation occurs in a 3×3 coupler,

with the outputs 2π/3 out of phase with respect to each other. A 3 × 3 coupler is

marginally more expensive than a 2 × 2 coupler, but the three–output phase shift

technique is sensitive to noise and requires three receivers, which may significantly

increase the cost of the setup. A circulator can be used to obtain the signal reflected

along the input arm.

The three–output phase–shift interferometry technique is sensitive to noise. To

remove the necessity of phase–shift calibration Carré proposed a four output tech-

nique [34, 37]. Thus, to provide unambiguous phase retreival double the number

of detectors and channels of data as used in this work are required. Consequently,

the output from the Michelson interferometer cannot provide unambiguous phase

retreival without further signal processing.

6.2.3 Interferogram recalibration

The captured reference and signal interferograms will not, in general, be ideal in-

terferograms amenable to direct analysis. The interferometer may have experienced

vibrations due to acoustic noise and electrical voltage noise on the driving signal.

Additionally, stick–slip issues of the fibre stretcher mean that the captured interfer-

ogram will be far more complex than the theoretical interferograms used to develop

the analysis.
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Additionally, the captured interferograms are generally unlikely to have a data

point occur exactly upon the zero–OPD point of the interferometer, which convolves

the interferograms with the sampling interval, producing a beating function that

limits resolution [38]. For polychromatic light the varying interference patterns of

the different wavelengths only align at the interferometer’s balance point [39].

Although the interferogram has been sampled at effectively equal time intervals

by the data acquisition system, the non–linearities in scanning can be considered

as non–uniformities in the sampling time interval step or time base, τexp(t), of the

‘true’ interferograms. The non–uniformities are assumed to be equal in both signal

and reference interferograms, which is the case in the experiments undertaken for

signal and reference data captured on a single detector.

By correcting the reference signal to remove the non–linearities in the time

base, it would be possible to correct a more complicated signal with the same non–

linearities. The correction of the reference interferogram’s time base is the method

by which the time base non–linearities are removed from the arbitrary FBG signal

interferograms captured.

The reference interferogram is assumed to have originated from a high–stability,

high–coherence telecomms laser [6], or a reference FBG [9]. The spectrum of the

laser is considered to be a Dirac δ–function centred on wavelength λlaser. The in-

verse Fourier transform of this idealised spectrum should be a uniformly undulating

interferogram with a linear phase angle ϕ(t). The ideal time base, τuniform, is

τuniform =
λlaser

2πc
ϕ(t); ∆τuniform = const. (6.11)

where c is the speed of light, and ∆τuniform is independent of time, i.e. uniform step

size.

The transformation of τexp → τuniform can be achieved by resampling the cap-

tured interferograms using the τuniform time base. In this work the resampling is

achieved by linear interpolation of the interferogram between the datapoints at τexp

and evaluating the interpolated function at τuniform. The Matlab function used to

interpolate the interferograms was interp1q.

Spline interpolation was found to introduce noise with increasing amplitude to-

ward the higher frequencies. This can be understood as the spline fitting func-

tion attempting to minimise the difference between the fit and the noise, thus,

re–introducing high–frequency components into the spectrum.

The Fourier transform of the recalibrated or synthesised reference interferogram

should return a Dirac δ–function type spectrum centred on λlaser. In reality, the

resampling will not be perfect. The linear interpolation will have deviated from

the real interferogram, and introduce spectral artefacts. However, the improvement
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achieved using τuniform instead of τexp substantially improves the spectrum obtained.

Experimental examples of the improvement are shown in figures 6.13 and 6.14 (page

V.I - 284).

6.2.4 Hilbert Transform technique

In the present work two interferograms are captured: V ℜ
ref(t) and V ℜ

sig(t), the refer-

ence and signal interferograms respectively11. The reference interferogram contains

the high–stability high–coherence telecomms laser signal only, from which Vref(t) is

obtained. The signal interferogram contains the telecomms laser and FBG signals.

By windowing the spectrum of V ℜ
sig(t) to isolate the individual FBGs, VFBG1

(t) and

VFBG2
(t) are obtained. The respective unwrapped phase angles ϕFBG1

(t) and ϕFBG2
(t)

are calculated.

The ratio
ϕFBGi

(t)

ϕref(t)
=

ΦFBGi
(t) − ωFBGi

t

Φref(t) − ωreft
; i = 1, 2 (6.12)

can be rearranged to give [6]

ϕFBGi
(t) =

ωFBGi

ωref

(ϕref(t) − Φref(t)) + ΦFBGi
(t) (6.13)

The ratio of the optical frequencies:

ωFBGi

ωref
=

λref

λFBGi

(6.14)

is equal to
dϕFBGi

dϕref

= ηi (6.15)

that is, the gradient of the graph of ϕFBGi
(t) to ϕref(t) [6, 7].

Thus, if λref is stationary during the capture of V ℜ
ref(t) and V ℜ

sig(t), and its value

is known, the mean value of λFBGi
can be calculated as

λFBGi
=
λref

ηi

. (6.16)

The gradient ηi will not normally be a single value due to the presence of noise

and small departures from linearity in the values of ϕFBGi
(t) and ϕref(t). An exper-

imental example of these departures is shown in figure 6.12 (page V.I - 283). To

return a single representative value for ηi, a linear least–squares fit is made to the

experimental data and the slope of the linear fit is taken as ηi. The norm of the

11See Appendix C (page V.II C-1) for a discussion of the analytic signal and the notation used.
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residuals12 to the linear fit gives the scale of the measurement uncertainty.

6.3 Experimental apparatus/setup

Figure 6.3: Schematic arrangement of π–shift apparatus. One FBG is placed
in a Thorlabs PV40 PPLN oven where the temperature is changed to provide a
changing signal. The FBGs are illuminated by a SLED, and the reflected FBG
signals are passed with a high–coherence signal from a Thorlabs telecomms laser
through ∼ 20 km of Corning dispersion–shifted fibre. The signals are demod-
ulated by an all–fibre interferometer based upon a Sifam 2 × 2 50:50 coupler.
A CIRC piezo–electric unit provides the changing optical path length in the
scanning arm. The zero–OPD, balance point, of the interferometer is adjusted
as necessary by an Oz Optics ODL650MC optical delay line. Newport Fara-
day mirrors compensate for birefringence induced difference in path length by
reflecting light into the orthogonal state. The two–output or π–shifted inter-
ferograms are captured by a NewFocus balanced receivera. The high–coherence
reference signal is isolated by an Oz Optics tuneable filter or a JDS Uniphase
(JDSU) bandpass filter and captured by a NewFocus receiver.

aA receiver is a packaged combination of detector and amplifier.

The experimental apparatus is shown schematically in figure 6.3. Light from

an Exalos ESL1505–2100 Super Luminescent diode, SLED, passed through a cir-

12The Euclidean length of the Residuals vector.
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culator to illuminate two Laser2000 isotropic FBGs, at nominal peak wavelengths

of 1559.9 nm and 1565.68 nm. One FBG was placed in a modified Thorlabs PV40

PPLN oven (as described in section §4.3.12 (page V.I - 195) and illustrated in figure

4.20 (page V.I - 196)) with which the temperature changes were applied. The other

FBG was placed beside the oven just above the optical bench as a temperature

reference, to monitor the ambient temperature into which heat from the PV40 oven

would escape to as the temperature gradient increased.

6.3.1 Apparatus

A Thorlabs WDM telecomms laser, tuneable over a 2 nm range, with centre wave-

length 1550.52 nm, was connected to the end of the FBGs by a 60 dB fibre isolator.

The telecomms laser was stable to ±1 pm over twenty four hours which provided a

high–coherence reference signal of < 10 MHz (< 0.1 pm). The reflected FBG sig-

nals and the laser signal pass via the circulator into 19.5 km of Corning Dispersion

shifted fibre. This was the longest section of continuous fibre available over which

the reflected FBGs could be detected by any receiver available, so that the Rayleigh

scattering would be mostly from intrinsic fibre inhomogeneities.

The fibre, at the power levels used, would not have experienced any significant

non–linear effects. The reference laser could have been equivalently placed at the

free first port on the interferometer’s output arm for signal demodulation, but was

placed in series with the FBG reflections to provide forward Rayleigh scattering

noise by transmission over the ∼ 20 km of fibre.

The length of fibre was chosen so that the FBGs were just visible using the two–

output π–shifted technique. The FBGs were not reliably retrievable using single–

output interferometry, as the FBG reflected peaks were at or below the noise level.

The length of fibre provided both attenuation and phase noise via scattering, to test

the limits of the technique.

The light intensity, and thus the noise level, introduced by the laser was con-

trolled by the use of an Agilent 8156A optical attenuator at the output of the laser.

The noise level could be increased above the FBG signal strength or decreased below

it as required. In the work reported here, the noise level was set so as to exceed

the FBG signal when using single–output interferometry, such as the configuration

schematically shown in figure 6.4. The single–output apparatus is equivalent to that

already described, except for the capturing of a single interferogram from the output

port of the 2 × 2 coupler [9, 40].

The FBG and laser signals passed through an Oz Optics circulator to the inter-

ferometer. The Michelson interferometer consisted of a Sifam 2 × 2 50:50 coupler

which split the light into two paths. The reference arm consisted of a length of
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Figure 6.4: Schematic arrangement of single receiver apparatus. The apparatus
is identical to that shown in figure 6.3 except that the π–shifted interferograms
are not captured, instead only a single interferogram is captured by a NewFocus
receiver.

SMF28 fibre ∼ 27m long. The scanning arm consisted of an Oz Optics ODL650MC

optical delay line, ODL, and a Canadian Instrumentation & Research limited, CIRL,

916 piezo–electric fibre stretcher, with maximum ∼ 4 mm stretch, and 10 Hz limit

to achieve the maximum stretch, before the frequency response falls off linearly to-

wards 1 kHz. The 916 was driven at 4 Hz for the experiments reported here, so the

full fibre stretch was obtained to give an optical path difference, OPD, of < 8 mm.

The reference arm length was chosen to match the length of the scanning arm when

the ODL and the stretcher were at their mid–points. Newport Faraday mirrors were

placed at the end of both interferometer arms.

The ODL was used to position the stretcher balance point without the need to

manually balance the interferometer arms [9] and to correct for laboratory temper-

ature changes which moved the balance point from day to day [41, 42].

The light from the interferometer passed along both the input and output arms

of the interferometer, through the circulators and onto the NewFocus 2117 bal-

anced receiver which captured the difference between the π–shifted interferograms.

A 50:50 1× 2 y–coupler13 was used with either a Santec OTF-300 tuneable filter or

13A 2 × 2 coupler with one port truncated within the packaging.
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JDS Uniphase WD1551-CSW 2 bandpass filter to obtain the high–coherence inter-

ferogram, which was captured by the NewFocus 2053 receiver at a sampling rate of

30 kHz. All the fibre components were fixed to the optical bench.

6.3.2 Fibre stretcher driving voltage

The 916 fibre stretcher was driven by a CIRL 914-2 controller. A sine or triangular

sawtooth waveform generated by a GFG-2D signal generator (Good Will instru-

ments Co. Ltd) was sent to the 914-2 controller. The maximum voltage accepted

by the 914-2 controller was 5V. The full-scale range of supplied voltage to the 914-2

was 0−4.8V. When 5V was supplied14, the controller clipped the voltage at ∼ 4.9V.

By using the 0−4.8V range, a repeatable maximum extension of the fibre stretcher

was achieved at the desired temporal frequency.
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Figure 6.5: Sine and triangular waveforms, with limit lines at 20% and at 80%.

In the experiments reported here, the frequency of the driving signal was ∼ 4Hz.

Both sine and triangular sawtooth waveforms were evaluated. The advantage of the

sine waveform is the gradual change from positive to negative slope, when compared

to the sawtooth triangular waveform. The disadvantage is that the more linear

part of the sine waveform, shown in figure 6.5, e.g. between (20 − 80%) of the

maximum amplitude, is not densely populated. The slope is greater than for the

sawtooth waveform. Taking the (20 − 80%) range as being the linear part of the

sine waveform, more data points are sampled outside this range (58%) than within

(42%). This requires faster data capture for a given resolution, with 58% of data

recorded not used in the eventual analysis. The triangular sawtooth waveform has

14As measured on both an oscilloscope and digital multimeter.
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60% of the captured data in the (20 − 80%) range. The quintile data sampling

rates for the sine and sawtooth waveforms are shown in figure 6.6. To sample the

interferogram produced using the sine waveform at a given density requires ∼ 1.4

times the scan rate of the sawtooth waveform.
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Figure 6.6: Quintile histogram of waveforms shown in figure 6.5.

The computer hardware and software used for data capture separately buffered

the captured data and then wrote it to disk, which limited the data capture rate

of the experiment, and so a triangular sawtooth waveform was used in preference

to the sine waveform. 3 × 105 samples were captured per experimental dataset, at

a rate of 3 × 104 Hz. A custom LabVIEW program was used to control a National

Instruments PCI-6221 DAQ card, used to capture and buffer the data15, then write

it to file on disk. Three channels were captured: the driving waveform, the π–shifted

interferogram and the single–output reference interferogram.

6.3.3 Temperature experiment

The experiment involved the detection and successful demodulation of reflected

FBG signals using the π–shift interferometry approach with the Hilbert transform

technique. Temperature changes were the measurand chosen to be detected, which

were applied with the PV40 oven using the Thorlabs TC 200 oven controller.

The experimental approach began by taking a reading with the temperature

controller turned on, but not applying current to the heater. The temperature

sensor would then provide a recording of the ambient temperature. The stability of

this reading provided an indication of how long a temperature change might take to

reach stability. If the temperature value recorded changed frequently, then the oven,

15Without buffering the writing of the data would be a blocking operation on the program, i.e.
the program would wait until the data were written before proceeding. The writing to disk was
dependent upon the asynchronous I/O of the computer used, and could therefore not be presumed
to be constant.
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at a low temperature, would take longer to reach a wide–sense–stationary thermal

stability, which would produce greater uncertainty in its measurement.

The oven temperature was then increased in steps of 3 ◦C over the range 30 −
90 ◦C. The set temperature, θset, and the actual TC200 recorded temperature,

θact, were not equal. The temperature steps recorded were of 2.8 ◦C over the range

27.8− 84.7 ◦C. The TC200 had PID control loop offset which was likely responsible

for this discrepancy, but as the increments were uniform and their slope linear, the

controller’s PID settings were not changed. The linearity of θact was such that the

ratio of the actual to θset was 1.0483, and so the θact was used as the temperature

experienced by the FBG in the oven.

At each temperature step, the oven was allowed to reach thermal equilibrium.

The time taken to reach thermal stability decreased as the temperature increased,

as would be expected. However, the measurement precision [43] was to 0.1◦ C,

which made determination at lower temperatures (where the temperature difference

between the ambient room temperature and the oven is small) of thermal stability

difficult and more likely to have lower measurement accuracy [43] than at higher

temperature settings.

After θact had stabilised, the interferograms were recorded. Five datasets were

recorded per temperature step, each containing at most six separate interferograms

for the rising and falling 916 driving voltage. To compare the efficiency of the two–

output, π–shifted approach to single–output interferometry, one of the balanced

receiver detectors was blocked, and five datasets recorded. The balanced receiver

operating in this manner is equivalent to a single receiver.

6.3.4 NewFocus receiver configuration

The photodiode in the 2053 single receiver failed during the experimental work, and

was replaced with a GAP500 photodiode, as described in appendix Q.1 (page V.II

Q-1). All the data in this chapter were captured with the replaced photodiode,

except for the single–output plot in figure 6.19 (page V.I - 290) and the data in

figure 6.38 (page V.I - 310), which were captured weeks before the diode failed.

The two NewFocus receivers were set to operate at the same parameters to

provide as close to identical responses as possible. For both the 2117 and 2053 the

pass band was 10 Hz–10 kHz, and the gain was switched to ‘×3’ and the dial to the

maximum ‘104’, as shown in figure Q.2 (page V.II Q-2), in appendix §Q.2 (page V.II

Q-1).
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6.4 Results and Discussion

The results are presented for the centroid and ratio of fits to the unwrapped phases

first. The discussion will follow.

6.4.1 Results

Five datasets were captured per temperature step. Each dataset had four to six

complete interferogram rising and falling voltage pairs depending upon where the file

started recording data during the fibre stretcher’s cycle. Both the rising and falling

signal voltage applied to the fibre stretcher produced an interferogram; however, the

rising–signal–voltage interferogram’s duration was longer than the falling–signal–

voltage interferogram’s. This may be due to slight asymmetry of the driving voltage

or, as the tension on the fibre windings was released, increasing the rate at which

the fibre stretcher returned to rest.

The rising signal voltage interferograms were used for the analysis. The datasets

were loaded into Matlab for processing. Figure 6.7 shows the number of signal inter-

ferograms retrieved at each temperature step by an automated process undertaken

in Matlab. The outlier at 50 ◦C occurred as the dataset capture began just after

the start of an interferogram cycle. There is a matching reference interferogram for

every signal interferogram.
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Figure 6.7: Number of successfully retrieved separate interferograms for each
temperature step.
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6.4.2 Analysis of interferograms

The spectrum to be recovered, as captured by an Ando AQ6317B OSA over a fibre

down–lead length of 10m, is shown in figure 6.8. The FBG signals are approximately

6% and 3% of the intensity of the high–coherence reference laser signal.
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Figure 6.8: The spectra to be recovered, captured by an Ando AQ6317B OSA
over 10 m of SMF–28 fibre. This spectrum was captured by an Ando AQ6317B
optical spectrum analyser over 10 m of fibre, using 100 averages. Inset is an
expanded view of the FBG spectra.

The data analysis began by windowing (multiplying) the interferograms, V ℜ(t)

with a Hamming window equal to the length of the interferogram, giving V ℜ
windowed(t).

This was achieved by creating an array of equal length to the interferogram using

the hamming function16. The steps of this process are represented in figure 6.9.

The FFT of the reference interferogram was taken, and the DC and low frequency

components removed by zeroing the first ten elements of the FFT. The negative

frequencies were zeroed and the spectrum multiplied by two to retrieve the FFT of

the analytic signal. The analytic signal was retrieved by taking the inverse FFT,

Vanalytic(t) = F−1
(

2u(ν)F
[

V ℜ
windowed(t)

])

(6.17)

16The FFT of the Hamming windowed interferogram after the DC level has been removed differs
from the FFT of the Hamming windowed interferogram containing the DC level by one part in
1011.
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where F is the Fourier transform and u(ν) is the modified17 Heavyside step function

u(x)







= 1 x > 0

= 0 x 6 0
(6.18)

The phase angle in radians of Vanalytic was calculated and unwrapped. The time

base, τ , of the analytic signal was computed from the unwrapped phase of the

reference interferogram, Φref,

τ =
λlaser

2πc
Φref (6.19)

The steps of the HTT process are represented in figure 6.10.

The unwrapped time base illustrates the non–uniformities of the scanned inter-

ferogram. A sample time base is shown in figure 6.11 with a linear fit. Ideally the

time base would be uniformly spaced for Fourier analysis. As is shown by the resid-

ual difference between τ and the ideal linear timebase in figure 6.12, the recovered

τ is not uniform.

The interferogram was corrected using a resampled time base. A new, linear time

base was created and the signal and reference interferograms resampled using linear

interpolation with the new time base. This removed the non–linearities present in

the recorded spectrum introduced by the non–ideal interferometer, and produced a

synthesised interferogram (spectrum) closer to that from an ideal interferometer.

The recorded and recalibrated spectra are shown in figures 6.13 and 6.14 (page

V.I - 284), respectively. The narrow bandwidth of the laser is recovered by using

the high–coherence, i.e. narrow bandwidth, and highly–stable telecomms laser, the

non–uniformities of the interferometer can be removed and the single laser peak re-

trieved. The π–shifted interferogram containing the FBG reflected peaks experiences

the same interferometer introduced non–uniformities, and is similarly corrected by

recalibration.

Figure 6.15 (page V.I - 285) shows magnified detail of the recalibrated spectrum

of the FBG sensors with the reference laser and side structure colocated with the

FBGs, from this example interferogram18. Side–peaks are indicated, which appear

symmetrically located about the main peak of the reference laser19. These side–peaks

are not present in the self–recalibrated reference spectrum. The intensities differ for

17The usual Heavyside function has u(x) = 1/2 for x = 0. The modified Heavyside function
used here has u(x) = 0 for x = 0.

18Not all interferograms exhibited the peaks occurring at the FBG locations. This example is
used to indicate their presence and how their impact was mitigated. However, the relative location
of the side–peaks did not alter with changing interferogram length.

19Note that the side–peaks are unlikely to originate in the laser spectrum, but to arise in the
course of the signal–processing undertaken.
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Figure 6.9: Flowchart of the interferogram recalibration process.
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Figure 6.10: Flowchart of the Hilbert transform technique.

V.I - 282



6.4. ANALYSIS

0 0.5 1 1.5 2 2.5

x 10
4

−0.5

0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

−11

Array index

T
im

e(
s)

Analytic signal time base
   linear fit

Figure 6.11: The time base of a sample analytic signal with a linear fit.
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Figure 6.13: The spectrum of the captured reference interferogram. The non–
linear sampling of the interferogram spreads the signal over several wavelengths.
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Figure 6.14: The recalibrated reference spectrum, which restores the spectral
profile of the laser. The linear time base used permits the recalibration of the
signal interferogram. Inset shows detail of laser base.
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Figure 6.15: Magnified view of the spectrum of the recalibrated signal spectrum
of the FBG sensors. Side–peaks are to be observed symmetrically about the laser
peak. The FBG signals locations are +3 and +5.

peak λpeaks (nm) ∆λpeaks (nm)
relative peak
differences
(nm)

−5 1534.8 −15.7 −2.9
−4 1537.7 −12.8 −3.2
−3 1540.9 −9.6 −3.2
−2 1544.1 −6.4 −3.3
−1 1547.4 −3.1 −3.1
+1 1553.8 3.3 3.1
+2 1557.0 6.5 3.3
+3 1560.0 9.5 3.2
+4 1563.5 13.0 3.5
+5 1566.3 15.8 2.8

Table 6.1: The peak location of side–peaks shown in figure 6.15; The differences
of these peaks from 1550 nm, ‘∆λpeaks’; and the relative difference of each peak
from its neighbouring peak, ‘peak differences’.
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the ±3 and ±5 peaks, possibly from the presence of the FBG at this wavelength.

The relative magnitude, position and profile of the side structure differed between

interferograms. The side–peaks are discussed further in section §6.4.10 (page V.I -

309).

In a test case using the reference laser only, the π-shifted balanced receiver

and the reference receiver roles were reversed. The two–input balanced receiver

provided the recalibration interferogram for the reference interferogram. Again the

self–recalibrated interferogram did not have side–peaks, and the cross–recalibrated

interferogram did have side–peaks.

Table 6.1 contains the peak locations, their differences from 1550 nm, ∆λpeaks,

and the relative peak differences, which results in a mean offset difference between

side–peaks of 3.15± 0.21 nm, to one standard deviation. The positions of the side–

peaks did not change with interferogram length. The FBG spectra, convolved with

these side–peaks modify the symmetry of peaks +3 and +5. The remaining peaks

are more symmetrical. The test case conducted without the FBGs produced more

symmetrical +3 and +5 side–peaks.

The presence of the side–peaks presented two problems with the use of the sys-

tem for demodulation in the experiment. The first is that the unwanted structure

complicates peak location, and the second is that the FBG’s profile is potentially

altered.

Due to the symmetry about the reference laser peak, one investigated approach

was to use the shorter wavelength side–peaks to recalibrate and reduce the longer

wavelength side–peaks from the FBG spectra20. The symmetry of the side–peaks’

offsets and profiles about the laser wavelength suggests that the changes that gener-

ated the shorter wavelength peaks might also generate the longer wavelength peaks,

in the same manner as g(µ) is offset in equation (C.10) (page V.II C-3). Figure 6.18

shows the flowchart for this side–peak suppression. The process implemented used

the resampling approach outlined above, but using the recalibrated sensor spectrum

data range of 1504 − 1558.5 nm in place of the reference interferogram. The data

range 1504 − 1558.5 nm is shown in figure 6.16. Figure 6.17 shows the resulting

spectrum using the same view as for figure 6.15. The FBG signals at +3 and +5 are

more prominent than in figure 6.15. Further iterations did not produce any consis-

tent improvement in side–peak suppression, nor should further iterations improve

the recalibration if the time base was properly corrected.

20The rationale for this decision, is that the spectrum, I(λ), can be equivalently described by a
pseudo wavelength I(λ′) = I(λ − λlaser), where the laser is centred at λlaser. In terms of λ′, the
spectrum is centred about zero, and the symmetrical ±n terms contain redundant information.
Consequently, the lower frequency (−n terms) can be used to deconvolve the higher frequency
terms (+n terms) from the spectrum. The approach used here is to treat the lower frequency
terms as if they were equivalent to interferometer non–linearities, and recalibrate the spectrum
accordingly.
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Figure 6.16: Subset of the recalibrated spectrum used to suppress side–peaks.
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Figure 6.17: Recalibrated FBG sensor spectrum to suppress side–peak struc-
ture. The same view as shown in figure 6.15, with the same markers in place.
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Figure 6.18: Flowchart of the spectral side–peak suppression process.
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Figure 6.19 (page V.I - 290) shows the recovered spectra for both single–output

and two–output, π–shifted interferograms, using recalibration. The figure is similar

to figure 6.8 (page V.I - 279), except in the bandwidth. This is due in part to the

limited resolution of the recovered spectrum, and the inherent broadening introduced

by the windowing procedure, e.g. apodization.

π–shifted Single–output

Laser (%) 100 ± 8.39 100 ± 0.35
Temp. FBG (%) 3.28 ± 0.55 0.19 ± 0.04
Ref. FBG (%) 5.32 ± 0.80 0.47 ± 0.37
noisetotal (%) 0.18 ± 0.03 0.53 ± 0.23
noisera (%) 0.05 ± 0.01 (1053 ± 4) × 10−4

Table 6.2: Average and standard deviation of captured linear power levels, as
a percentage of the laser power, for the π–shifted and single–output interfero-
grams. The scaled total averaged noise level, noisetotal, and run–averaged noise
level, noisera, are presented, for comparison.

π–shifted Single–output

noisetotal (dB)
{ Temp. FBG 12.49 −4.57

Ref. FBG 14.60 −0.59

noisera (dB)
{

Temp. FBG 17.98 2.47
Ref. FBG 20.09 6.45

Table 6.3: Difference in power levels (dB) between the FBG peak levels and
the total noise level, noisetotal, and run–averaged noise level, noisera, for the
π–shifted and single–output interferograms.

The tables 6.2 and 6.3 contain the averaged values of the single–output and two–

output π–shifted peak levels. In table 6.2, the linear values of the FBG peaks and

both the total average noise level and a five point run–averaged noise level21 are

presented as a percentage of the laser peak level.

Table 6.3 represents the same data but in terms of the FBG peaks (in dB) above

the total and run–averaged noise levels. Both tables show the improvement of the

two–output π–shifted signal recovery over the single–output approach, when the

signal to be recovered is at or just above the background noise level.

The single–output spectrum is inadequate to retrieve a wavelength for the FBG.

The example spectra shown in figure 6.19 are indicative of the quality of recovered

spectra over the 585 total interferograms analysed in the experiment. For some

single–output spectra, the FBG signal at 1560nm was slightly larger than indicated,

21The total noise level includes the side structure, whereas the five point run–averaged noise
level represents the noise level likely at the FBG features. Both are included as the noise at the
side structures is not likely to be symmetrical. Note the total average has been scaled so as not to
overlay the data, and are not the numerical average values.
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Figure 6.19: The recovered FBG spectra, using the two–output, π–shifted in-
terferogram and the single–output interferogram, (compare to figure 6.8 (page
V.I - 279)).

but a detectable profile was not consistently obtained at any temperature step. The

π–shifted interferograms were consistently able to provide a spectrum that could be

determined automatically, using Matlab.

6.4.3 Peak Wavelength determination using centroid

The purpose of the experiment was to demonstrate the use of the Hilbert Transform

technique, HTT, with two–output, π–shifted interferograms, to demodulate the sig-

nals of FBG sensors, where single–output interferograms failed. The successful test

would recover the temperature changes applied to the FBGs.

For comparison purposes, the centroid22 data processing approach was used to

recover the sensor FBG wavelength locations. The centroid equation is a weighted

sum:

λc =

N
∑

i=1

Iiλi

N
∑

i=1

Ii

(3.19)

where λc is the centroid wavelength, and Ii is the spectral intensity at wavelength

λi. The centroid approach used in this work was to identify the laser and FBG

peaks, then use a rectangular window (also termed a Boxcar window) to select the

22The centroid function is discussed in section §3.19 (page V.I - 133).
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array of ±(2nw + 1) points about the peak location for the centroid calculation.

The determination of the optimum value for nw is discussed in appendix §R.1

(page V.II R-1). The variable length interferograms were windowed with the smaller

values of nw as they were found to be more consistent than larger values, which

admitted more noise.

Temp. FBG (×10−6 ◦C−1) Ref. FBG (×10−6 ◦C−1)

nw

2 5.45(68) -0.005(47)
3 5.53(75) -0.051(56)
4 5.68(86) -0.107(65)

Table 6.4: Table of normalised FBG thermal responses, 1
λB

δλB

δT
, for centroid

windows of width = 2nw +1 , with nw = 2, 3, 4 and respective norm of residuals
(pm) of linear fit for the temperature and reference FBGs shown in parentheses.

Figure 6.20 shows the changes in average centroid calculated position for the

temperature signal FBG, using ranges 2nw +1, with nw = 2, 3, 4. Figure 6.21 shows

the corresponding reference FBG centroid calculations.

Table 6.4 lists the normalised temperature responses obtained from linear least–

squares fits to the slope and the respective norms to the residuals of the fits, for nw =

2, 3, 4. It was not appropriate to use a Hamming window (or other weighted filter)

on the range of values taken for each centroid calculation. Such filters adjust the

weights of the centroid sum, and this adjustment depends upon the sampling of the

data, so the uniformly weighted rectangular window was used. The corresponding

response of the reference FBG is shown in figure 6.21. The changes in response are

small compared to the common trend, and using linear fits to the three centroid sets

give normalised FBG thermal responses [41].

The sensor FBG’s response is improved by subtracting the reference FBG’s re-

sponse from it. This should not be the case if the PV40 oven’s insulation was effective

at isolating environmental temperature changes over the data capture time, and may

be a processing artefact introduced by the relative difference in the position of the

FBG profiles being approximately constant. The normalised thermal response of the

sensor FBG, when adjusted, is 5.52 × 10−6 ◦C−1, which is lower than the published

value of 6.67 × 10−6 ◦C−1 [41].

As would be expected, the wider the window, the more noise would be admitted

to the centroid’s weighted sum [38]. Consequently, the spread of the calculated

wavelength values increases, as indicated by the norm of the residuals. A window

too narrow does not admit enough of the signal and hence, adjusts the weighting

towards the central data point value. An optimum width is possible; however,

achieving this width is complicated by the changing noise level, interferogram length

and would require a priori knowledge of FBG wavelength as a convergence criterion.
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Figure 6.20: Centroid calculated wavelengths for the temperature signal FBG,
using windows 2nw + 1 wide, for nw = 2, 3, 4.
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Figure 6.21: Centroid calculated wavelengths for the reference sensor FBG,
using windows 2nw + 1 wide, for nw = 2, 3, 4.
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The approach taken to determine the best width is discussed in appendix §R.1 (page

V.II R-1).

For the purposes of minimising the error achievable by using the centroid func-

tion, and reporting the most conservative normalised thermal response, the value of

n = 2 was chosen.

The sensor’s response is shown in figure 6.22, with linear and quadratic fits to

the data. Also shown is the thermal response value found in the literature [41].

Figure 6.23 shows the residuals to the linear and quadratic fits, with the respective

norms being 0.096 nm and 0.057 nm, indicating a slight improvement in using the

quadratic fit [44]23.

As the FBGs are standard telecomms FBGs, the thermal expansion value of

polyimide is not sufficient to account for the observed discrepancy. Polyimide coated

fibres have been used for fibre sensing up to 200 ◦C without introducing changes

to the thermal response [46]. The value of the thermal expansion coefficient for

polyimide is approximately 0.5 × 10−6 C−1 [47] which does not differ, within the

quoted accuracy, from that of FBGs, 0.5 × 10−6 C−1 [48].

The calculated value is approximately 82% of the quoted literature value. This

discrepancy might be explained by the temperature values provided by the PV40

oven being too large, e.g. the inbuilt thermistor being incorrectly read. If the

temperature step was 2.36± 1.25 ◦C over the range 19.6− 71.3 ◦C instead of 3.05±
0.89 ◦C over the range 20.8 − 84.7 ◦C, then the thermal response reported in the

literature would be obtained.

Alternatively, the sensor FBG may not have been in contact with the PV40 oven

surface, although, its relative position should not have moved during the experiment.

If an air gap had existed, it is possible that the FBG did not experience the same

temperature as the PV40’s PT100 thermistor. The oven plate, visible in figure

4.19 (page V.I - 195), contained raised fixing points for PPLN crystals and so the

Thermoflex insulation foam used may not have kept the FBG in contact with the

plate.

The objective of the experiment was to demonstrate the recovery of a usable

signal by use of the two–output, π–shifted interferometry, where single–output in-

terferometry could not. Consequently, the exact determination of the discrepancy

is not as important as when characterising an FBG.

The centroid function can be used to obtain the wavelength shift recovered by the

Hilbert transform when using the two–output, π–shifted interferograms. The uncer-

tainty for each measurement is large: 0.345nm, equivalent to ∼ 36◦C. As stated, the

experiment was deliberately operated at the limit of the π–shift interferometer, so

that the ability of the approach to recover signals that single–output interferometry

23These results were presented at the OFS–20 conference in a poster [45]
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Figure 6.22: Temperature response of the sensor FBG, corrected against the
reference FBG, to one standard deviation from centroid calculations. A linear
and a quadratic fit are shown. Also plotted are the values obtained from using
the literature value of 6.67 × 10−6 ◦C−1 [41].
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Figure 6.23: Plot of residuals to the fits to the data.
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failed to recover would be demonstrated. It is unlikely that an operational system

would be deliberately designed to operate at the limit of the systems detection.

However, it is desirable to minimise the uncertainty on these measurements, where

possible.

6.4.4 Peak Wavelength determination using HTT

Determining the wavelength from the ratio of the slopes of the linear fits to the

phase, the Hilbert transform technique (HTT), has been demonstrated to provide

increased resolution [6,7] over other approaches, such as the centroid, in conditions

of real–world noisy signals. The FBG wavelength is determined using:

λFBG = λlaser
δΦFBG

δΦlaser
(6.16)

where λlaser is the reference laser’s wavelength, δΦFBG and δΦlaser are the linear

slopes of the unwrapped phases of the laser and FBG, respectively [6].

To obtain the phases of the FBGs and laser, the peaks are identified as for the

centroid approach, and a Hamming window of 2nw + 1 is used to separately isolate

the laser and FBGs. The determination of the optimum value for nw is discussed in

appendix §R.2 (page V.II R-7).

As shown in figure 6.12 (page V.I - 283), the unwrapped phase (from which

the displayed time base is calculated) is not linear. The recalibration procedure

improves the linearity; however, the recalibrated unwrapped phase is not perfectly

linear (the range of the residual to the fit is 10−5 that of the uncorrected data). The

residual to the fit of the corrected data is shown in figures 6.24 and 6.25 for the laser

and sensor FBG, respectively.

By taking the slope of linear fit to the unwrapped phase, effectively averaged

values for δΦFBG and δΦlaser can be obtained. Knowing the set value of the high–

coherence reference laser, 1550.52 nm to an operational stability of ±2 pm, the

wavelength can be calculated with equation (6.16) (page V.I - 271).

Figure 6.26 (page V.I - 297) shows the temperature response obtained by us-

ing the HTT of the sensor FBG, with figure 6.27 (page V.I - 297) showing the

corresponding residuals. The normalised thermal response of the sensor FBG is

5.42 × 10−6 ◦C−1. This value is lower than the literature value for FBGs. Using

the literature value of 6.67 × 10−6 ◦C−1 [41], the HTT approach wavelengths corre-

spond to a temperature step of 2.4 ± 1.44 ◦C over the range 18.2 − 70.0 ◦C instead

of 3.05 ± 0.89 ◦C over the range 20.8 − 84.7 ◦C.

Figures 6.22 and 6.26 are plotted to the same scale. It is immediately apparent

that the uncertainty (standard deviations) associated with the HTT is less (20 pm)

than for the centroid approach (164 pm), as in figure 6.22. This reduction in uncer-
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Figure 6.24: Residual to the linear fit of the unwrapped phase of the high–
coherence reference laser.
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Figure 6.25: Residual to the linear fit of the unwrapped phase of the sensor
FBG. The black lines delimit a central part of the residuals, say 10% − 80%,
which has the smallest deviation from linearity
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Figure 6.26: Temperature response of the sensor FBG, to one standard devia-
tion, with windows 2nw + 1 wide, for nw = 4, 5, 6. A linear and a quadratic fit
are shown. Also plotted are the values obtained from using the literature value
of 6.67 × 10−6 ◦C−1 [41].
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Figure 6.27: Residual of the HTT of the sensor FBG for data in figure 6.26.
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tainty occurs for the same data as the difference is only the centroid approach and

the HTT approach. The mean uncertainty is 25 pm, with maximum uncertainty

= 35 pm. This is ∼ 5 − 6 times smaller than when using the centroid algorithm

(mean uncertainty = 164 pm, maximum uncertainty = 183 pm), to calculate the

wavelength shift for both FBGs.

Temp. FBG (×10−6 ◦C−1) Ref. FBG (×10−6 ◦C−1)

nw
6 5.37(93) -0.005(120)
7 5.36(75) -0.051(81)

Table 6.5: Table of HTT approach FBG thermal responses, 1
λB

δλB

δT
, for Ham-

ming windows of width = 2nw + 1 , with nw = 2, 3, 4 and respective norm of
residuals (pm) of linear fit for the temperature and reference FBGs.

6.4.4.1 Refinement of HTT calculated values

The residuals to the linear fits shown in figures 6.24 and 6.25 are flatter in the central

part, and deviate most from the linear fit at the beginning and end of the datasets.

By taking a central portion, say 10% − 80% of the length, indicated by the black

lines on figure 6.25, the relative linearity is improved.

By calculating the linear fit to this central part of the phase angles and taking

the ratio of the slopes, a further reduction in the uncertainty is obtained, as shown

in figure 6.28, plotted to the same scale as figures 6.22 (page V.I - 294) and 6.26

(page V.I - 297). Figure 6.29 (page V.I - 299) shows the residuals to the plot.

The mean uncertainty is reduced to 20pm, with a maximum uncertainty of 28pm.

Henceforth, the central part of the slope is used for quoted HTT calculated values.

6.4.5 Effect of window length upon recovered values

The previously reported values were obtained from varying interferogram lengths but

with fixed window length. The rationale for this was that the longer interferograms

would provide an increase in resolution over the shorter interferograms. The shorter

interferograms would not admit unnecessary noise at the edges of the interferograms

and would set the minimum resolution. The longer interferograms would therefore

not increase the calculated uncertainty of the measurement.

However, as the interferograms varied in length, the spectral range windowed

varied as nw(0.7 ± 0.03) nm. To determine if the varying effective spectral window

adversely affected the calculated values, the interferograms were re–examined with

fixed lengths. The effect of the variable length is discussed in detail in appendix R

(page V.II R-1), sections §R.4 (page V.II R-30) and §R.3 (page V.II R-13) for the

centroid and HTT approaches, respectively.
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Figure 6.28: Temperature response of the sensor FBG, to one standard devia-
tion, using the HTT of the central portion of the unwrapped phases.
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unwrapped phases of the sensor FBG for data in figure 6.28.
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The main result of varying the fixed length over the range ni = 1 . . . 16 is that

the values of the temperature response slope vary/oscillate between a maximum

and a minimum, (see figures R.31 (page V.II R-24) to R.33 (page V.II R-25) for the

centroid approach and figures R.49 (page V.II R-41) to R.52 (page V.II R-42) for

the HTT approach). For the data analysed, the slope value obtained depended upon

the interferogram length ni chosen. By using the variable length interferograms, the

resulting values reported in §6.4.3 (page V.I - 290) and §6.4.4 (page V.I - 295) have

an increased uncertainty arising from this variation/oscillation, and the temperature

response slope value depends upon the averaged contribution of the sampling of the

variation/oscillation.

6.4.6 Centroid approach, different fixed lengths

This section contains a summary of the changing interferogram length, ni, and

window length, nw, work in §R.3 (page V.II R-13) from appendix R (page V.II

R-1).

In addition to the optimum window length, nw, an optimum interferogram

length, ni, was sought. Instead of a converging value (i.e. a minimally different

value), an oscillating temperature response slope was observed with changes in ni.

The values are listed in table R.6 (page V.II R-27), in appendix R (page V.II R-1).

Determining the optimum value of nw followed the approach used in the variable

interferogram length discussion, §R.1 (page V.II R-1). As for the variable length

interferograms, the optimum values were nw = 2, 3, 4.

The maximum interferogram length, ni, should, in principle, contain the most

spectral information, facilitating a more accurate determination of the peak wave-

length value. Determining an optimum ni was not as apparent as for the determina-

tion of optimum nw. The differences in peak wavelength for changes with n′
i showed

a decline with n′
i, but not a convergence.

Alternative visualisations of the data were examined. The slope of the linear

fit to the temperature response was calculated for the different nw and ni. The

optimum value for nw was again nw = 2, 3, 4. However, the values of the slope of

the linear fit to the temperature response oscillate with ni.

As such, the temperature response slope value, as determined by a linear fit,

depended upon the length of the interferogram chosen for the determination of the

value, as tabulated in table R.6 (page V.II R-27).

The origin of this oscillation is unknown. It was observed for both the centroid

and HTT calculations (see §6.4.7 (page V.I - 304)). The changes with nw are of

greater size, and scale than the changes with ni. Given its presence for both the

centroid and HTT approach, a possible origin would be in the recalibration process.
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The linear interpolation between the unwrapped data points may not be the most

appropriate interpolation.

However, the linear fits to the temperature response slopes are calculated from

the averages of ∼ 26 individual wavelength calculations per data point. The changes

in slope would, therefore, need to exceed any preserved noise and be, even if only

on average, consistently applied across the ∼ 26 interferograms contributing to the

datapoints so that smoothing from the averaging would not hide the oscillation.

To facilitate a comparison with the variable interferogram length result, the

ni = 5 value was chosen, as the value that exhibited the smallest difference from

the average value (across nw = 2, 3, 4). Figures 6.30 and 6.31 show the changes

in centroid position for the temperature signal and reference FBGs, respectively.

These can be compared to figures 6.20 and 6.21 (page V.I - 292) for the variable

interferogram length case. The standard deviations of the nw = 2, 3, 4 are reduced

(∼ 50 pm) compared to the variable interferogram length(∼ 160 pm), for both the

temperature signal and reference FBGs. The origin of the difference can be seen in

the movement of the average position.

Table 6.6 contains the slope and norm of the residuals of the linear fits for

nw = 2, 3, 4. This can be compared to table 6.4 (page V.I - 291), for the variable

interferogram length case. The norms to the residuals of the linear fits are 2.5 − 4

and 3.8 − 5.5 times that of the variable interferogram length norm values, for the

temperature signal and reference FBGs, respectively.

Figure 6.32 shows the reference FBG values subtracted from the temperature

signal values, which provides a slight improvement in the linearity. The literature

value slope is also plotted, for comparison. Figure 6.33 shows the residuals to the

linear fit in figure 6.32.

Temp. FBG (×10−6 ◦C−1) Ref. FBG (×10−6 ◦C−1)

nw

1 5.43(170) 0.11(183)
2 5.22(281) -0.27(294)
3 5.50(352) -0.41(355)

Table 6.6: Table of centroid approach FBG thermal responses, 1
λB

δλB

δT
, for rect-

angular windows of width = 2nw + 1 , with nw = 2, 3, 4 and respective norm of
residuals (pm) of linear fit for the temperature and reference FBGs.

The improvement in the temperature response fits achieved via the subtraction

of the reference FBG wavelengths from the temperature signal FBG wavelengths,

may have originated in the reduction of the magnitude of the oscillation experienced

as the varying length centroid values traversed the different ni.

The slope value is smaller than the literature value of 6.67 × 10−6 ◦C−1 [41]. As

for the variable interferogram length case, the smaller value may be explained by
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Figure 6.30: Centroid calculated wavelengths for the temperature signal FBG,
using windows 2nw + 1 wide, for nw = 2, 3, 4.
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Figure 6.31: Centroid calculated wavelengths for the reference sensor FBG,
using windows 2nw + 1 wide, for nw = 2, 3, 4.
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Figure 6.32: Temperature response of the sensor FBG, corrected against the
reference FBG, to one standard deviation from centroid calculations. A linear
and a quadratic fit are shown. Also plotted are the values obtained from using
the literature value of 6.67 × 10−6 ◦C−1 [41].
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Figure 6.33: Plot of residuals to the fits to the data.
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incorrect oven temperatures being set or reported by the oven controller. The values

of the average temperature step size, the beginning and end of the temperature range

are tabulated in table 6.7, for nw = 2, 3, 4, which would return the literature value,

given the calculated wavelengths. The recorded temperature step was 3.05±0.89◦C

Avg. step(◦C) Start(◦C) End(◦C)

nw

2 2.36 ± 1.17 20.27 69.49
3 2.30 ± 2.07 20.02 69.23
4 2.41 ± 1.83 20.53 71.89

Table 6.7: Table of temperature step size, beginning and final temperature (i.e.
temperature range) which would return the centroid approach calculated FBG
λB values using the literature value of the normalised temperature response
slope, 1

λB

δλB

δT
= 6.67 (×10−6 ◦C−1), for nw = 2, 3, 4.

over the range 20.8 − 84.7◦C, and the corresponding variable interferogram length

values are 2.36 ± 1.25◦C over the range 19.6 − 71.3◦C.

6.4.7 Hilbert transform technique, different fixed lengths

As for the centroid approach, this section contains a summary of the changing

interferogram length, ni, and window length, nw, work in appendix §R.4 (page V.II

R-30).

The HTT approach was evaluated for the different ni = 1 . . . 16 and nw = 1 . . . 20.

The optimum value of nw was determined using the same approach as for the opti-

mum nw in the variable interferogram length case, §R.1 (page V.II R-1).

The optimum nw was easier to determine than for the variable interferogram

length case. The differences in mean HTT determined peak wavelengths, ∆wλB on

figure R.11 (page V.II R-9), exhibited a convergence at nw = 13, 14, 15, prior to

the introduction of the neighbouring FBG into the calculation. On the basis of the

improvement in determination of the optimum nw, the fixed interferogram length

approach improves upon the variable length approach, figure R.11 (page V.II R-9).

Again, the determination of an optimum ni presented difficulties. Using the

differences approach that provided the optimum nw did not suggest an optimum

ni, as can be seen in figure R.41 (page V.II R-35). The alternative visualisation

of plotting the slope of the linear fit to the temperature response slope for each

combination of nw and ni, figures R.45 (page V.II R-37) and R.46 (page V.II R-37),

demonstrated most clearly the oscillation with ni, particularly at small values of nw.

The slope values are tabulated in table R.11 (page V.II R-39).

Again, to facilitate a comparison with the variable interferogram length result,

the ni = 4 value was chosen, as the value that exhibited the smallest difference from
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the average value (across nw = 13, 14, 15). Figures 6.34 and 6.35 show the changes

in peak wavelength obtained by the HTT approach for the temperature signal and

reference FBGs, respectively, to the same scales as the centroid figures 6.20, 6.21

(page V.I - 292), 6.30 and 6.31 (page V.I - 302). As can be seen, the individual data

points do not exhibit the differences with nw that the centroid values do, as would

be expected from the convergence shown in figure R.11 (page V.II R-9).

Figures 6.36 and 6.37 (page V.I - 307) show the linear and the quadratic fits to

the temperature response slope, and the corresponding residuals to the fits, respec-

tively. The literature value slope is also plotted for comparison. Figure 6.36 is not

significantly different from figure 6.26 (page V.I - 297). The standard deviations

of the nw = 13, 14, 15 are approximately the same, ∼ 21 pm for the variable inter-

ferogram length case and ∼ 20 pm for ni = 4. The relative lack of improvement,

compared to the centroid approach, can be understood in terms of the more rapid

convergence achieved with the HTT approach with changes in nw. The magnitude

of the standard deviation is influenced more by changes in nw than by ni.

Table 6.8 contains the slope and norm of the residuals of the linear fits for

nw = 13, 14, 15. This can be compared to table 6.5 (page V.I - 298), for the variable

interferogram length case. The norms of the residuals show a small improvement,

0.75 − 0.94 the value of the variable length temperature signal FBG values.

Again, the slope values are smaller than the literature value. The values for ni =

4 are also smaller than for the variable interferogram length case, ∼ 5.37×10−6◦C−1.

This may, again, be a result of the improved convergence shown in figure R.11 (page

V.II R-9).

Table 6.9 lists the average temperature step size and the beginning and end of the

temperature range, for nw = 13, 14, 15. The recorded temperature step was 3.05 ±
0.89◦C over the range 20.8 − 84.7◦C, and the corresponding variable interferogram

length results are 2.4 ± 1.44◦C over the range 18.2 − 70.0◦C.

Although the temperature response slope values change with ni for both the

centroid (max:6.2×10−6◦C−1 min:5.35×10−6◦C−1) and HTT (max:5.34×10−6◦C−1

min:5.29×10−6 ◦C−1) approaches, the consistently lower temperature response slope

values, with respect to the literature value of 6.67 ×10−6 ◦C−1, indicates that either

the oven did not maintain a consistent temperature at the oven sensor and at the

temperature signal FBG, or the returned values of the oven controller were scaled

incorrectly. In either case, the changes in slope value observed with changes in ni

would occur.
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Figure 6.34: Centroid calculated wavelengths for the temperature signal FBG,
using windows 2nw + 1 wide, for interferogram length ni = 4.
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Figure 6.35: Centroid calculated wavelengths for the reference sensor FBG,
using windows 2nw + 1 wide, for interferogram length ni = 4.

V.I - 306



6.4. HTT

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

R
el

at
iv

e
W

av
el

en
gt

h 
(n

m
)

20 30 40 50 60 70 80 90
1565.7

1565.8

1565.9

1566

1566.1

1566.2

1566.3

1566.4

1566.5

Temperature ° C

A
bs

ol
ut

e
W

av
el

en
gt

h 
(n

m
)

Temp. FBG compensated
Linear fit
Quadratic fit
Literature value
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and a quadratic fit are shown. Also plotted are the values obtained from using
the literature value of 6.67 × 10−6 ◦C−1 [41].
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Temp. FBG (×10−6 ◦C−1) Ref. FBG (×10−6 ◦C−1)

nw

13 5.31(70) 0.07(20)
14 5.31(70) 0.07(21)
15 5.31(70) 0.07(21)

Table 6.8: Table of HTT approach FBG thermal responses, 1
λB

δλB

δT
, for Ham-

ming windows of width = 2nw + 1 , with nw = 13, 14, 15 and respective norm of
residuals (pm) of linear fit for the temperature and reference FBGs.

Avg. step(◦C) Start(◦C) End(◦C)

nw

13 2.32 ± 0.66 19.88 69.68
14 2.32 ± 0.66 19.88 69.68
15 2.32 ± 0.66 19.88 69.66

Table 6.9: Table of temperature step size, beginning and final temperature (i.e.
temperature range) which would give the HTT approach calculated FBG λB

values using the literature value of the normalised temperature response slope,
1

λB

δλB

δT
= 6.67 (×10−6 ◦C−1), for nw = 13, 14, 15.

6.4.8 Discussion

The ideal experiment would have been to have a two–output, π–shifted reference

interferogram for each two–output, π–shifted signal interferogram. However, with

only one tuneable filter and one balanced receiver, this was not possible. Con-

sequently, common–mode noise that is rejected by the balanced receiver will be

captured by the single–output reference interferogram and potentially incorporated

into the recalibrated signal interferogram.

Recalibrating again using the signal spectrum would still be necessary to remove

any artefacts introduced. To achieve the best results the HTT should be performed

using spectra from the same detector. This would remove any sampling timing

errors between receivers and data channels. Any artefacts which are introduced will

increase the window necessary to isolate the laser or FBG for the ratio of the linear

fits to the phase angle, potentially incorporating any remaining spectral noise. The

first recalibration can be considered as regularising the spectrum sufficiently to allow

recalibration from within the single spectrum.

The resolution of the interferograms was limited by the resources of the computer

used for capture. Larger datasets obtained by increased scan rate or longer capture

time, necessitated a reboot of the machine after recording a single dataset. Thus,

the ability to get wide sense stationary conditions limited the dataset length that

could be captured and, hence, the resolution of the interferograms.

The fibre stretcher was driven by a signal, passed via copper co–axial cable, to the

CIRL 914-2 controller. The controller then passed the signal to the 916 stretcher

V.I - 308



6.4. FILTERS

over FCC68 6–core cable. However, after the 6–core connector, unshielded wires

attach directly to the piezo–electric stack. Electrical AC signals, such as the mains

50Hz, will be picked up over the unshielded wires at the very least, adding systematic

and random noise to the driving voltage.

These noise sources should be removed by the two–step recalibration procedure

as the second recalibration step uses the signal interferogram only.

6.4.9 Tuneable–filter and bandpass filter

The experiment was initially carried out with the Santec OTF-300 tuneable–filter.

The OTF-300 presented two problems that made it unsuitable for the experiment.

The OTF-300 is a thin–film based tuneable filter. When the telecomms laser was

connected directly to the OTF-300 which was configured to have the centre of filter

at the laser wavelength, a modulation of the laser signal was observed. Moving the

centre filter wavelength to locate the laser wavelength at the −3 dB point (∼ 50%

of maximum signal) removed the modulation. The modulation was visible until just

before the −3 dB point, but with decreasing magnitude. It is likely that as the

laser’s linewidth was narrower than the thin–film bandpass, a resonant cavity was

established. Tuning the filter to the −3dB point suppressed the resonant condition,

removing the modulation. If this is correct, a narrower laser linewidth would have

required the filter to be configured below the −3 dB point. The OTF-300 was

successfully used with reference FBGs in [9] without this modulation being noticed.

In configuring the OTF-300 at one of the −3 dB points, an asymmetry for noise

about the laser wavelength is introduced. Assuming symmetrical noise about the

laser wavelength, the OTF-300 filtering will pass more noise at the side nearest to

the filter mean wavelength and suppress noise on the other side. This asymmetry

will be evident in noise in the recalibrated spectrum, which is not corrected for this

asymmetry.

The OTF-300 also displayed losses in excess of those specified in the OTF-300

manual. The losses were substantial when combined with the −3 dB point arrange-

ment, to the extent that the OTF-300 was not suitable.

A JDS Uniphase WD1551-CSW2 bandpass filter was used in preference to the

OTF-300. The bandpass filter had a ∼ 10 nm window centred at 1551 nm, which

suppressed the FBG signals (> 1560 nm), but passed the laser noise. The losses

were also lower, which provided for a better reference interferogram.

6.4.10 Side–peak structure

The side–peaks of figure 6.15 (page V.I - 285) are a significant source of measurand

uncertainty by resolution impairment in the experiment. Their presence requires
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further signal processing to suppress their influence, and their remaining presence

after signal processing (or the signal processing itself) may alter the shape of the

FBG spectrum.

Previous work undertaken in this laboratory, using a different all–fibre inter-

ferometer arrangement obtained the same side–peaks [9] using the same 1550 nm

high–coherence telecomms laser, but due to the FBG signal being much stronger

their presence was not noted. Additionally a bulk optic interferometer [40,49] which

used a 632 nm HeNe laser reference coupled into the fibre also displayed these side

structures.
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Figure 6.38: Side–peak structure using different fibre stretcher scan rate (4 Hz
as opposed to 10 Hz for data reported). Telecomms laser at 1551.52 nm. Side–
peaks have not had second pass to reduce their magnitude in this plot.

Figure 6.38 shows the effect of changing the fibre stretcher scan rate (the change

in the side–peaks location also changed for different data capture rates). The FBGs

lie between the laser and the first side–peak. The noise is larger here as this was

taken with the ODL-300 tuneable filter. The side–peaks were observed using a

bulk optic interferometer with a HeNe 632 nm and the telecomms 1550 nm, but no

FBGs. Two different scan rates were analysed and, as shown in figure 6.39, there are

different side–peaks present. The v2 spectrum is offset with respect to v1 to enhance

clarity of presentation. The larger of the side–peaks occur at the same wavelengths

in both spectra. The extra detail present in the v2 spectrum may be due to the

higher scan rate.
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Figure 6.39: Side–peaks obtained from a bulk interferometer (after O’Mahoney
[9]) using a HeNe 632nm and the telecomms 1550nm onto a single receiver. The
scan rate v1 was 10 kHz, and v2 was 20 kHz.

Possible sources of these side–peaks are instrument ‘ghosts’ [25] or high–coherence

‘noise’ from the components of the interferometer instrument [50]. The ghosts are

analogous to the spectral ghosts observed in diffraction grating spectrographs using

ruled diffraction gratings, which are discussed in section §3.2.1.5 (page V.I - 127).

It is unlikely that the side–peaks are laser relaxation oscillations or side–modes [51],

given the range they extend to and that they do not appear on the OSA spectrum.

A full investigation of the source(s) of these side–peaks was not possible in the

time available for this work. In a working system the FBGs would not be arranged so

as to be just above noise level, and the impact of these structures would be lessened.

The greater importance of the side structure is their influence on the determi-

nation of the FBG peak wavelengths. Even at greater FBG signal strength the

side–peaks will still affect high precision measurements by their presence. Centroid

calculations will add their contribution, and the HTT, although less sensitive to

their presence, will have their effects added along the unwrapped phase.

6.4.11 Optical Delay line

The Oz Optics reflector style ODL650MC optical delay line, ODL, is quoted to have

a return loss of 60dB. It is unlikely that internal reflections from the components of

the ODL establish a Fabry–Perót interferometer. However, the ODL is very sensitive
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to vibrations, as observed in figure 5.16 (page V.I - 242).

The ODL permits quick adjustment of the interferometer’s balance point, which

more than compensates for the disadvantage of acoustic noise, by providing an opti-

cal path distance change. When the 916 fibre stretcher is operated at higher driving

voltage frequencies, the maximum stretched length is reduced, as the piezo reverses

direction before reaching the maximum length. The ODL allows for the balance

point to be moved to achieve the best interferogram for a given path length change.

Additionally, it allows for changing between single and double–sided interferograms.

6.4.12 Long patch lead of fibre

There were three sufficiently attenuating lengths of fibre available for this experi-

ment; 100 km of Corning LEAF fibre, ∼ 20 km of Corning Dispersion Shifted fibre24,

DSF, and ∼ 4 km of Corning SMF–28e fibre. A fibre attenuator could have been

used to provide tuneable signal attenuation. However, it would not have provided

Rayleigh scattering noise as a long section of fibre would.

The 100 km of LEAF fibre was tested first, but did not produce a signal from

the FBGs that was large enough to be detected. The DSF fibre was tested next in

a double pass arrangement, where the DSF was placed between the first circulator’s

second port and the FBGs of figure 6.3 (page V.I - 272). Again the FBG signal

was not detected, so the DSF fibre was installed as shown in figure 6.3, between the

first circulator’s third port and the demodulating interferometer, in a single–pass

arrangement. A low, usable signal25 was detected and this configuration was used.

The span of SMF–28e fibre, being shorter, was discounted.

6.4.13 PPLN Oven

The construction of the modified PPLN oven is covered in section §4.3.12 (page V.I

- 195). Thermoflex was used in place of the end faces and inside the PPLN oven, as

shown in figure 4.20 (page V.I - 196).

The FBG in the oven should not have experienced ambient temperature changes.

However, the oven and the ambient conditions form a temperature gradient through

the apertures for the fibre. Changes in ambient air temperature would be of greater

influence at the lower oven temperatures, as the temperature gradient is lower, and

so more sensitive to changes of an end point.

24The DSF available was of unknown specification. The labelling stated OFS Corning DSF. It is
likely that this fibre is either ITU–T G.653 or G.654 compliant. The fibre parameters are similar
to the G.652 specification. G.653 fibre will have the additional issue of non–linearity generated
noise near 1550 nm.

25The signal was usable after the signal processing discussed.
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The function of the Thermoflex inside the oven was to reduce the volume of air

within the oven and the susceptibility of the oven to spurious temperature changes

by exchange of this air with air from outside the oven. This experimental work was

undertaken in a different laboratory to the work in the previous chapters. This labo-

ratory did not have the same thermal stability exhibited by the previous laboratory,

even with the use of air–conditioning. For this reason the temperature reference was

a requirement to ensure that the apparatus as a whole did not experience tempera-

ture changes that would invalidate the experiment.

The ambient temperature was checked at the start and end of the series of ex-

periments and found not to have changed. There was more variation within the

experiment, as evidenced by the uncertainty of the different temperatures being

larger in the mid–range of temperatures, despite the temperature gradient between

the ambient temperature and the oven increasing. The days on which the experi-

ments were conducted, one temperature run per day, were warm days with varying

cloud cover. The cloud had the effect of slightly cooling the laboratory, which may

explain the discrepancy. Towards the end of the day and the data, the spread of

results decreases compared to the middle of the day and data, as shown in figure

6.28 (page V.I - 299). In addition to the oven operating at a higher temperature

and establishing a steeper temperature gradient with the ambient temperature, the

cloud cover became more consistent, and the uncertainty reduces for the final data

points in comparison to the earlier data points.

6.5 Conclusion

The use of the Hilbert transform technique, HTT, with two–output, π–shift inter-

ferometry to demodulate fibre Bragg grating, FBG, signals is reported. The FBG

signals traversed a 19.5 km length of fibre. FBG signals were successfully demodu-

lated where use of single–output interferometry did not recover the same signal, as

it was obscured by background–noise.

The signal had significant noise from Rayleigh scattering and the amplification

required to obtain a signal. Two–step recalibration provided a signal that retained

the relative FBG to reference laser intensity ratios, as obtained by an OSA over a

short (∼ 10 m) patch lead.

The centroid and HTT methods of determining the mean wavelength of the FBG

were examined. As expected, the centroid calculation was very sensitive to the noise

level, whereas the sensitivity of the HTT could be optimised by adjusting the length

of the unwrapped phase used in the linear regression fit. The limits to the HTT

discussed in [38] might not strictly apply, as the interferogram used was synthesised,

rather than obtained by zero–OPD triggering.
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In a working sensor system, the FBG signals would not deliberately be at or

around the noise level, and therefore both the centroid and HTT would not be as

affected by noise. The two–output π–shift approach gave better SNR and elimination

of Rayleigh scattering induced phase noise when using two–beam interferometers,

such as the Michelson or Mach–Zehnder. The most significant limitation in this

work was the presence of side–peaks near the FBG spectra.

The side–peak structure may have been generated by spurious reflections or

phase modulation in the fibre components, or be instrument ‘ghosts’. The same

type of structure was observed in a bulk interferometer using HeNe 632 nm and the

telecomms 1550nm laser. The impact of the side–peaks was minimised by judicious

resampling of the signal interferogram, based upon the apparent symmetry of the

side–peak structure.

The recovered temperature response of the sensor FBG, was examined for vari-

able and different fixed interferogram lengths. The variable interferogram length

temperature response was 5.42 × 10−6 ◦C−1, with an uncertainty of 32 pm and for

the fixed interferogram length case was 5.31 × 10−6 ◦C−1, with an uncertainty of

70 pm for the HTT. These values are lower than the published results [41], and

may be due to different actual temperatures being experienced by the FBG and

thermistor sensor of the oven, or incorrect thermistor values reported by the oven

controller.

However, a dependence of the temperature response value on the length of the

interferogram chosen was observed. This led to the optimum interferogram length,

ni, being ambiguous and the temperature response value changing between a min-

imum of 5.29 × 10−6 ◦C−1 and a maximum of 5.34 × 10−6 ◦C−1. The value in the

previous paragraph was from ni = 4, the closest value to the average temperature

response.

These changes in value were observed for both the centroid and HTT approaches,

and were likely introduced during the recalibration process. It should be noted that

the changes are not the same for the centroid and HTT approaches; however, neither

is the subsequent processing of the data.

The successful use of FBG sensor demodulation using the HTT approach is

shown for low SNR signals using the complementary π–shifted outputs of an all–

fibre interferometer. The deleterious effects of Rayleigh scattering upon phase noise,

and other common–mode noises are eliminated, improving the performance of the

HTT technique for demodulating long distance sensors. The HTT approach, with

appropriate Hamming window length, allows the effects of the changes in ni to be

mitigated, such that the changes are below the accuracy presented.

V.I - 314



6.6. REFERENCES

6.6 References

[1] H. C. van de Hulst. Light Scattering by Small Particles, chapter 1, pages 3–10.
Structure of Matter Series. Dover Publications, Inc., New York, 1981. ISBN:
0486642283.

[2] I. Jacobs. Optical fibers communication technology and systems overview, vol-
ume 4 of Handbook of Optics: Fiber Optics & Nonlinear Optics, chapter 2.
McGraw-Hill, New York, 2nd edition, 2001. ISBN: 0071364560.

[3] K. Iizuka. Elements of Photonics, volume 2, chapter 11, pages 692–796. John
Wiley & Sons, Inc., New York, 2002. ISBN: 0471408158.

[4] M. E. Lines. Interaction of light with matter: theoretical overview, volume 30
of Handbook of infrared Optical Materials, chapter 2, pages 71–132. Marcel
Dekker, Inc., New York, 1991. ISBN: 0824784685.

[5] X. F. Meng, L. Z. Cai, Y. R. Wang, X. L. Yang, X. F. Xu, G. Y. Dong, X. X.
Shen, and X. C. Cheng. Wavefront reconstruction by two-step generalized
phase-shifting interferometry. Opt. Commun., 281(23):5701–5705, 2008.

[6] D. A. Flavin, R. McBride, and J. D. C. Jones. Short optical path scan interfero-
metric interrogation of a fibre Bragg grating embedded in a composite. Electron.
Lett., 33(4):319–321, 1997.

[7] D. A. Flavin, R. McBride, and J. D. C. Jones. Short-scan interferometric
interrogation and multiplexing of fibre Bragg grating sensors. Opt. Commun.,
170(4-6):347 – 353, November 1999.

[8] K. B. Rochford and S. D. Dyer. Demultiplexing of interferometrically interro-
gated fiber Bragg grating sensors using Hilbert transform processing. J. Light-
wave Technol., 17(5):831–836, 1999.

[9] K. T. O’Mahoney. Fourier Transform Spectroscopic Demodulation of Fibre
Bragg Grating arrays. PhD thesis, School of Science, Waterford Institute of
Technology, Ireland., July 2007.

[10] G. Chartier. Introduction to Optics, chapter Annex 12.B, pages 553–554. Ad-
vanced Texts in Physics. Springer Science+Business Media, Inc., New York,
2005. ISBN: 0387403469.

[11] R. Hui and M. O’Sullivan. Fiber Optic Measurement Techniques, chapter 1,
pages 1–128. Academic Press, New York, 2009. ISBN: 0123738652.

[12] ITU-T. Series G. Supplement 39: Optical system design and engineering con-
siderations, 2008.

[13] ITU-T Manual. Optical Fibres, cables and systems, 2010.
http://www.itu.int/dms pub/itu-t/opb/hdb/T-HDB-OUT.10-2009-1-PDF-
E.pdf.

[14] G. A. Thomas, B. I. Shraiman, P. F. Glodis, and M. J. Stephen. Towards the
clarity limit in optical fibre. Nature, 404(6775):262–264, March 2000.

V.I - 315



6.6. REFERENCES

[15] R. Lingle Jr., D. W. Peckham, K. H. Chang, and A. McCurdy. Single–mode
fibers for communications, chapter 5. Specialty Optical Fibers Handbook. Aca-
demic Press, Inc., Amsterdam, 2007. ISBN: 012369406X.

[16] T. G. Brown. Optical fibers and fiber–optic communications, volume 4 of Hand-
book of Optics: Fiber Optics & Nonlinear Optics, chapter 1. McGraw-Hill, New
York, 2nd edition, 2001. ISBN: 0071364560.

[17] A. Shirley. Improved materials for low-water peak fiber manufacture. In Optical
Fiber Communication Conference and Exposition and The National Fiber Optic
Engineers Conference, page JWA61. Optical Society of America, 2005.

[18] D. Homa, B. Childers, J. Crusse, S. Zerwekh, and S. Poland. High temperature
exposure to Deuterium of optical fibers with Bragg gratings. In Optical Fiber
Sensors, page TuE92. Optical Society of America, 2006.

[19] T. Horiguchi, A. Rogers, W. C. Michie, G. Stewart, and B. Culshaw. Distributed
sensors: Recent developments, volume 4 of Optical Fiber Sensors: Applications,
Analysis and Future Trends, chapter 14. Artech House, Inc., Boston, 1997.
ISBN: 0890069409.

[20] A. Miller. Fundamental optical properties of solids, volume 1 of Handbook of
Optics: Fiber Optics & Nonlinear Optics, chapter 9. McGraw-Hill, New York,
2nd edition, 2001. ISBN: 0071364560.

[21] V. Twersky. Rayleigh scattering. Appl. Opt., 3(10):1150–1150, 1964.

[22] F. Chiaraluce. Single–mode optical fibers and devices, chapter 2. Single–Mode
Optical Fiber Measurement: Characterization and Sensing. Artech House, Inc.,
Boston, 1993. ISBN: 0890066027.

[23] J. Schroeder. Light Scattering of Glass, volume 12 of Treatise on Materials
Science and Technology., chapter 5, pages 158–222. Academic Press, Inc., New
York, 1977. ISBN: 0123418127.

[24] H. A. Gebbie. Fourier transform versus grating spectroscopy. Appl. Opt.,
8(3):501, 1969.

[25] S. Davis, M. C. Abrams, and J. W. Brault. Fourier Transform Spectrom-
etry, chapter 8, pages 119–141. Academic Press, San Diego, 2001. ISBN:
9780120425105.

[26] E. Voigtman and J. D. Winefordner. The multiplex disadvantage and excess
low-frequency noise. Appl. Spectrosc., 41(7):1182–1184, September 1987.

[27] E. Wolf. Introduction to the Theory of Coherence and Polarization of Light,
chapter 5, pages 79–110. Cambridge University Press, Cambridge, 2007. ISBN:
9780521822114.

[28] G. A. Cranch, A. Dandridge, and C. K. Kirkendall. Suppression of double
Rayleigh scattering-induced excess noise in remotely interrogated fiber-optic
interferometric sensors. IEEE Photonic. Tech. L., 15:1582–1584, November
2003.

V.I - 316



6.6. REFERENCES

[29] S. Wu, A. Yariv, H. Blauvelt, and N. Kwong. Theoretical and experimental in-
vestigation of conversion of phase noise to intensity noise by Rayleigh scattering
in optical fibers. Appl. Phys. Lett., 59(10):1156–1158, 1991.

[30] A. Yariv, H. Blauvelt, and S. W. Wu. A reduction of interferometric phase-to-
intensity conversion noise in fiber links by large index phase modulation of the
optical beam. J. Lightwave Technol., 10(7):978–981, 1992.

[31] M. Born and E. Wolf. Principles of Optics: Electromagnetic Theory of Propa-
gation, Interference and Diffraction of Light, chapter 10, pages 554–632. Cam-
bridge University Press, Cambridge, 7th edition, 1999. ISBN: 0521642221.

[32] C. Brosseau. Fundamentals of Polarized Light: A Statistical Optics Approach,
chapter 3.1, pages 69–122. John Wiley & Sons, Inc., New York, 1998. ISBN:
0471143022.

[33] Z. Zalevsky and D. Mendlovic. Optical Superresolution, chapter 2, pages 9–
20. Optical Sciences. Springer-Verlag New York, Inc., New York, 2004. ISBN:
0387005919.

[34] K. Creath. Temporal phase measurement methods, chapter 4. Interferogram
Analysis: Digital Fringe Pattern Measurement Techniques. IOP Publishing,
Ltd., Bristol, 1993. ISBN: 075030197X.

[35] V. A. Henderek. Single mode optical fiber sensors, chapter 3. Optical Fiber
Sensor Technology: Fundamentals. Kluwer Academic Publishers, Dordrecht,
2000. ISBN: 0792378520.

[36] M. D. Todd, G. A. Johnson, and B. L. Althouse. A novel Bragg grating sensor
interrogation system utilizing a scanning filter, a Mach-Zehnder interferometer
and a 3 x 3 coupler. Meas. Sci. Technol., 12(7):771–777, 2001.

[37] P. Carre. Installation et utilisation du comparateur photoélectrique et in-
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Chapter 7

Summary and Conclusions

7.1 Overview

In this thesis progress on the development of interferometric & spectroscopic tech-

niques for high-resolution spectral measurements of FBGs is reported. The work

builds upon well established and more contemporary work using novel components

and applications to achieve high resolution spectral measurements of FBG signals.

The work also reports limitations to the techniques, the mitigation of which may

enable further improvements to be attained.

7.1.1 Chapter objectives

Chapter 3 reported work on the development of a robust high–bandwidth (∼ 50nm),

high–resolution (∼ 1 pm) and high–speed (∼ 0.1 ms) simultaneous demodulation

scheme, the SpectroBragg, for the individual sensing locations of FBG sensor arrays

forming sensor networks. Multiplexed sensing arrangements benefit from simulta-

neous interrogation of sensor array or arrays.

The aim of the SpectroBragg project was to develop a compact, custom spec-

trometer providing high–speed wide–bandwidth demodulation natively in the telecomms

bands, using a linear InGaAs array, enabling the lower cost telecomms fibre com-

ponents to be used. An additional project aim, if time and resources permitted,

was to investigate approaches to extend spectral bandwidth to cover the S,C, L &

U telecomms bands (∼ 1460–1675 nm), while maintaining the resolution, e.g. by

temporal multiplexing.

Chapter 4 reported the strain characterisation of a novel anisotropic fibre Bragg

grating inscribed in Corning SMF–28 telecomms fibre and the testing of their appli-
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cability as strain sensors. A flexible apparatus was designed and built to characterise

the strain response of the novel anisotropic FBGs. The comparison of these novel

FBGs with standard telecomms FBGs as strain sensors and discovery of possible

strain/temperature discrimination by using the distinctive response of these novel

anisotropic FBGs to both strain and temperature was investigated.

The technology to produce these novel anisotropic FBGs, using a two–photon

process at 264 nm, was developed by Professor David N. Nikogosyan [1, 2]. These

novel FBGs should complement, as well as compete with standard FBGs. An ob-

jective was thus to determine whether the anisotropy in these novel FBGs conferred

any particular advantages over nominally axially–symmetric types.

Chapter 5 reported on the effectiveness of two polarisation mitigation schemes

for the SpectroBragg, a modified polarisation fixer system based upon the work of

Takada et al. [3] and a PDL balancing system based upon the work of Dong et

al. [4]. Both were examined in an attempt to depolarise anisotropic and isotropic

FBG signals demodulated by the SpectroBragg spectrometer. A comparison was

made with a traditional, but inappropriately specified Lyot depolariser.

Chapter 6 reported the use of the Hilbert transform technique to analyse two–

output, π–shifted interferograms in order to demodulate FBG signals. The Hilbert

transform technique has been demonstrated to provide higher resolution wavelength

determination than Fourier transform spectroscopy using shorter interferometer

scans [5–8]. The π–shifted interferograms facilitated the recovery and demodula-

tion of low signal–to–noise ratio interferograms not detectable with single–output

interferograms.

7.2 Summary of chapters

Due to the material and modal nature of fibre optics, the polarisation and coher-

ence properties of the electromagnetic radiation must, in general, be considered

when designing sensor systems. Whether the demodulation system is based upon

interferometry1 or not, coherence and polarisation’s ability to modulate the cap-

tured intensity at a detector should be evaluated to ensure the sensor system works

as intended. Wolf’s unified theory of coherence and polarisation, [9] and §2.1.2.1

(page V.I - 18), provides a convenient means of discussing the interconnections of

the different chapters [10].

One of the important parameters of an FBG is its bandwidth. The unified

theory’s use of spectral quantities in terms of the angular frequency, ω, affords a

convenient means of discussing FBGs in terms of both peak (or mean) wavelength

1Such as the SpectroBragg or the π–shifted complementary two–output Michelson interferom-
eter of chapter 6.
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and bandwidth, along with changes therein.

The generalised Mueller matrices of polarisers, phase retarders, polarisation ro-

tators and absorbers, and hence their effects, have been reported in [11]. Table 7.1

summarises the effects of these components upon the Spectral Density, SW (r, ω), the

spectral DOP, P
W

(r, ω), and the spectral DOC, η
W

(r 1, r 2, ω).

Device
Spectral Density, DOP, DOC,

SW (r, ω) P
W

(r, ω) η
W

(r 1, r 2, ω)

Polariser Changes Change2 Changes
Retarder No change No change No change
Rotator No change No change No change
Absorber Changes Changes Changes
Focusing Mirror Changes3 Changes Changes
Diffraction grating4 Changes Changes Changes
Scattering5 Changes6 changes Changes

Table 7.1: After table 1 of [13]. Indication of modification of the spectral
density, SW (r, ω), spectral DOP, P

W
(r, ω), and spectral DOC, η

W
(r 1, r 2, ω), for

types of devices used in this thesis, e.g. polariser, retarder, rotator and absorber 7,
focusing mirror 8, diffraction grating9, and scattering medium10.

As discussed in §2.2.2.2 (page V.I - 28), the glass material used in optical fibres

is a weak absorber. As a consequence, there will be slight, extensive changes to all

quantities from passage through the material. The sources used in this work were

fibre coupled, including an FBG as a source. Changes to the sources’ SW , P
W

and

η
W

11 would not be as apparent, except as extensive changes due to the fibre leads

used, e.g. PDL, as discussed in §2.2.8.5 (page V.I - 56).

The bends and twists that the fibre leads will have experienced will have acted

as phase retarders and polarisation rotators, which do not change the quantities

reported in table 7.1. The bends and twists do alter the Stokes parameters.

2Changes the P
W

(r, ω) to be = 1.
3Changes depending upon position in focal plane. Ignoring aberrations, which will increase

changes.
4Changes as, in the classical mounting, the TE and TM efficiencies are not uniform.
5The Rayleigh scattering centres in the fibre may be considered as deterministic random scat-

tering, as the positions do not fluctuate.
6The spectral changes arise from the modification of the polychromatic envelope, due to the

scattering angle having a wavelength dependence [12]. The scattering process is still inelastic.
7Polariser, retarder, rotator and absorber from table 1 of [13], which summarises the results

of [11].
8Focusing mirror from [10,14, 15].
9Diffraction grating from [10,16–18].

10Deterministic random scattering medium from [10,12, 19].
11In establishing the guiding core mode, losses to the cladding may be treated as equivalent to

an absorber.

V.I - 321



7.2. SPECTROBRAGG

7.2.1 Chapter 3, the assembly and characterisation of the

SpectroBragg

The development of a custom Čzerny–Turner type spectrometer, the SpectroBragg,

with native sensitivity in the telecomms bands is reported. The SpectroBragg

spectrometer consists of a Hamamatsu InGaAs array, with 512 pixels, observing

a ∼ 70 nm bandwidth centred at ∼ 1550 nm. The Čzerny–Turner arrangement con-

sisted of a collimating mirror, a diffraction grating in classical mounting and a final

focusing mirror [20]. As the mirrors required off–axis alignment, the Čzerny–Turner

was configured to minimise coma and astigmatism using equation (3.18) (page V.I

- 132).

From table 7.1 it is seen that the SpectroBragg component parts modify the SW ,

P
W

and η
W

quantities. This is in addition to the, albeit minimised, aberrations

introduced by the off–axis arrangement of the mirrors12.

Using a stable high–coherence telecomms laser reference source, good wavelength

repeatability13 was obtained. The use of the centroid algorithm enabled super–

resolution beyond the averaged native resolution of ∼ 0.13 nm. As discussed in

appendix D (page V.II D-1), SW (r, ω) is directly presented in terms of angular

position on the InGaAs array. As the SW , P
W

and η
W

quantities are spectral

quantities, the generalised Stokes parameters, S gen, for the high–coherence laser

and FBGs will differ.

Additionally, the position on the array will have focusing and aberration differ-

ences, as outlined in appendix §K.2 (page V.II K-5). If these changes alter SW (r, ω)

they will correspondingly alter the centroid weighting and the calculated peak po-

sition. The best system resolution that was obtained in tests using the equipment

available was sub–picometre wavelength resolution, < 0.5 pm. This was observed

by the recovery of a periodic signal. However, the vibrational stability of the sys-

tem, either the SpectroBragg itself or the sensor under test, reduced the operational

resolution to ∼ 0.9 pm. The vibrational stability was the largest limitation to

SpectroBragg performance once the functionally inadequate Lyot depolariser was

removed.

The SpectroBragg design was intended to provide sub–picometre resolution using

a 1024 pixel InGaAs array over a bandwidth of 50 nm. The implemented Spectro-

Bragg design achieved sub–picometre resolution with 512 pixels, over a bandwidth of

∼ 70 nm. The additional pixel density of the 1024 pixel array would have improved

the SNR in the centroid calculations, but would have doubled the data transmit-

12Which would strictly make the SW , P
W

and η
W

quantities functions of spatial bands or regions,
rather than points r 1 and r 2.

13Wavelength repeatability to one standard deviation as centre = 0.28pm and at edge = 0.21pm
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ted to the PC and increased processing time14. The extended spectral bandwidth

arose, primarily, from the restriction of the components due to availability and their

physical extent and location on the bench.

7.2.2 Chapter 4, the strain characterisation of novel aniso-

tropic FBGs

The strain characterisation of a novel anisotropic FBG inscribed into SMF–28 fibre

has been reported. These anisotropic FBGs behave as approximately spectrally

colocated orthogonally polarised FBGs, with a resultant flat–top spectral profile.

Table 7.1 indicates that these FBGs15 will have different spectral, coherence

and polarisation properties to standard telecomms FBGs. In contrast to FBGs in

PMF, the inscribed indicatrix, §2.2.4.1 (page V.I - 39), will have the same SMF–

28 material response to applied strain, but will be not be as spherical as standard

isotropic FBGs. In terms of the S gen, equation (2.26) (page V.I - 20), the responses

of isotropic and anisotropic FBGs will be different, particularly for the correlations

between the orthogonal components.

An adaptable apparatus for strain characterisation was developed, which enabled

quasi–steady–state strain characterisation of these novel FBGs over 0−700µε using

an optical spectrum analyser, and dynamic strain characterisation in steps of 10.5µε

over the range 0−265µε, using the SpectroBragg spectrometer. The strain response

of these anisotropic FBGs (0.75 × 10−6
µε−1) was similar to standard telecomms

FBGs16 (from the literature [21]: 0.78 × 10−6
µε−1; from the experiment: 0.73 ×

10−6
µε−1).

The preservation of spectral profile under strain suggests that the anisotropic

FBGs allow strain–temperature discrimination. In the range tested, strain does not

significantly alter the spectral separation of the anisotropic FBG’s component peaks,

whereas the temperature changes tested have a greater effect and so alter the spec-

tral profile. In terms of the generalised Stokes parameters the Sgen2
(r 1, r 2, ω) term

will exhibit the change in the peaks with temperature with larger changes than for

applied strain, in comparison to the responses for isotropic FBGs under equivalent

conditions. By measuring the bandwidth, such as the full–width at half–maximum,

it would appear the temperature may be inferred, allowing the discrimination of

strain. The bandwidth of a standard telecomms FBG requires much greater resolu-

tion to detect temperature–induced changes in spectral bandwidth.

14The ease of using a general purpose PC for data readout over USB would be of limited use for
high–speed data sensing applications, as the asymmetric I/O scheduling of the hardware interrupts
would impair performance. The hardware interrupts are the means by which components indicate
to the CPU they need attention, e.g. data to be read in.

15Acting, at least, as polarisers.
16Similar in terms of linearity, and temporal response if not in terms of absolute magnitude.
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7.2.3 Chapter 5, examination of polarisation mitigation ap-

proaches

Given the polarisation properties of the novel anisotropic FBG, and the polarisation

rotation and phase retardation that fibre bends or twists introduce, a polarisation–

sensitive demodulation system will report values dependent upon the SOP changes

in addition to the property to be demodulated at the time of data capture. For

the SpectroBragg, a coherence and polarisation–sensitive device, this means that in

addition to the changes in λB, changes in SOP, DOP or DOC will modulate the λB

value determined with the centroid calculation.

Also, for interference based systems, such as the SpectroBragg or the all–fibre

Michelson interferometer (chapter 6), polarisation changes can have resolution lim-

iting effects17.

An ideal depolariser decorrelates the orthogonal components of an arbitrary SOP.

The Lyot depolariser decorrelates the W matrix entries over a frequency interval

∆ω. The Billings depolariser decorrelates a single ω by taking a temporal range ∆τ ,

i.e. it operates in the temporal Fourier transform of the Lyot depolariser, hence its

usefulness in interferometry. The fluctuations in correlation should be statistically

stationary, at least in the wide sense, over the respective intervals.

Two alternative pseudo–depolarisation approaches were examined for use with

the SpectroBragg18, using both the anisotropic and isotropic FBGs. These ap-

proaches were based upon separating the orthogonal polarisation components, mod-

ifying one component and then recombining the two components to achieve a reduc-

tion in polarisation change.

The polarisation fixing approach is to make all components of W, and by im-

plication S gen, constant. In the case where the output SOP aligns with one of the

axes of W, all but one diagonal component reduce to zero which remains constant,

i.e. the ideal polarisation fixer would take all arbitrarily polarised input SOPs and

output a single, typically linear, SOP. In terms of the generalised Stokes parameters,

outlined in §2.1.2.1 (page V.I - 18), the only non–zero terms would be

Sgen0
(r 1, r 2, ω) = Sgen1

(r 1, r 2, ω) =







Wxx(r 1, r 2, ω) SOP ‖ to x

−Wyy(r 1, r 2, ω) SOP ‖ to y
(7.1)

17Polarisation fading affects the visibility of interference fringes. Circularly polarised light does
not have a unique amplitude zero–crossing when interfering with elliptically of linearly polarised
light. Relative phase shifts between orthogonal components in non–commutating paths can result
in multiple interferometer balance points dependent upon those relative phase shifts, e.g. when
mixing orthogonal paths with the Faraday mirrors in chapter 6.

18The effectiveness of the approaches will differ for different demodulation systems and these
results are specific to SpectroBragg type systems.
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The ideal outcome is a single output SOP, coherently added, but with zero OPD. As

reported by Tateda et al. [22], no current passive optical device will coherently add

rotated SOP components without converting the phase shift describing the ellipticity

into a non–zero OPD [22]. Consequently Wxx(r 1, r 2, ω) becomes a function of Φpol,

as ω = ω(Φpol), from equation (E.5) (page V.II E-2).

Two versions of a Mach–Zehnder interferometer based approach to SOP fixing

were examined, based upon the ideas in [3,22]. After splitting the incident SOP into

its orthogonal components, one SOP component was rotated so as to be parallel to

the other SOP component. The two versions used a Lefèvre polarisation controller

and a Faraday Mirror in conjunction with a circulator to achieve the rotation of the

SOP component, respectively.

An approach based upon the balancing of PDL was also examined [4]. In this

approach the losses in the orthogonal SOPs are balanced so that both orientations

exhibit equal amplitude by the addition of an attenuator to balance the losses in

the orthogonal components.

The greatest limitation to these techniques, as investigated, was the unwanted

introduction of phase noise, which dominated the signal over the polarisation noise.

Unbalancing the stationary Mach–Zehnder interferometer reduces the interferomet-

ric phase noise, but requires a priori knowledge of the coherence length of the source

to adhere most closely to stationarity requirements, i.e. the decoherence becomes a

function of ∆ω.

By combining the introduced decoherence approach of Takada et al. [3] with the

polarisation fixing approach of Tateda et al. [22], the best polarisation mitigation

of the approaches tested, as measured with the SpectroBragg, was achieved for the

anisotropic FBG.

The PDL balancing approach’s requirement for quasi–static system PDL was lim-

ited by the method of changing SOPs, which a deterministic polarisation controller

may not have necessarily introduced. However, even under laboratory conditions

with most fibre taped to a bench, the necessity of connecting to or reconnecting

equipment that does not share the same plane as the bench will limit the quasi–

static PDL achievable. In general for fibre sensors, a vectorial quantity transduced

to the fibre will not necessarily preserve the system PDL, e.g. uniaxial pressure.

7.2.4 Chapter 6, the use of π–shift interferometry with the

HTT to recover weak FBG signals

Young’s experiment was used by Wolf to elaborate upon the unified theory of co-

herence and polarisation. A fibre Michelson interferometer interrogating an FBG

signal has the possibility of being an unintentional, at least partial, implementation
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of Wolf’s basic apparatus [23], given possible rotations and phase retardation of the

SOP, and so may reveal changes in the SW , P
W

and η
W

quantities.

The arms of the all–fibre Michelson interferometer used in chapter 6 had Faraday

mirrors so that the round–trip path length of orthogonal components would be equal.

This presumes that the paths commute, which may not be the case. Also, if the

SOPs recombining at the beam–splitter were not the same, the interferogram would

be modulated by polarisation induced fading.

For example, circularly polarised light has no unique amplitude zero–crossing. If

coherently19 added to linearly or elliptically polarised light, a detector will experience

a reduced interference fringe visibility.

As indicated in table 7.1 (page V.I - 321), scattering modifies the SW , P
W

and η
W

quantities. Within a fibre, Rayleigh scattering centres are equivalent to randomly

distributed weak–sources. Although the scattering centres are randomly distributed,

the medium is termed deterministic [19], as the scattering centres do not change in

time intervals of interest20.

The scattered radiation must then meet the waveguiding conditions to propagate.

Electromagnetic radiation lost to the cladding modes is treated as attenuation. The

guided electromagnetic radiation experiences a phase delay21 with respect to the

unscattered radiation and so modifies the mode. The phase shift is then preserved,

so that upon illuminating a detector, the interference is observed either as phase

noise, as reduced fringe visibility or as a broadened spectral profile.

The use of the Hilbert transform technique, HTT, with two–output, π–shift in-

terferometry to demodulate fibre Bragg grating, FBG, signals is reported. The HTT

uses the ratio of the slopes of the phase of the analytic signals of a reference and un-

known signal to determine the wavelength value of the unknown signal, (§6.2.4 (page

V.I - 271)). The FBG signals traversed a 19.5 km length of fibre. The signal had

significant noise from Rayleigh scattering and additionally from the amplification

required to obtain a signal.

The experiment was intentionally performed at the limits of signal recovery to

illustrate the improvement attainable. FBG signals were successfully demodulated

where use of single–output interferometry did not recover the same signal, as it

was obscured by background–noise. Two–step recalibration provided a signal that

retained the relative FBG to reference laser intensity ratios, as obtained by an OSA

over a short (∼ 10 m) patch lead.

The centroid and HTT methods of determining the mean wavelength of the

19The orthogonal components may be correlated but will not interfere.
20Unlike turbulent air, the scattering centres are ‘frozen into’ the fibre upon cooling. The

scattering that occurs does not change across time intervals for otherwise uniform conditions.
21Equivalent to the OPD introduced by the difference between the core refractive index and the

effective index of the scattering centre.
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FBG were examined and compared. As expected, the centroid calculation was very

sensitive to the noise level, whereas the sensitivity of the HTT could be optimised by

adjusting the length of the unwrapped phase used in the linear regression fit. The

limits to the HTT discussed in [24] might not strictly apply, as the interferogram

used was synthesised, rather than obtained by zero–OPD triggering.

The two–output π–shift approach gave better SNR and elimination of Rayleigh

scattering induced phase noise when using two–beam interferometers, such as the

Michelson or Mach–Zehnder. The most significant limitation in this work was the

artefact of side–peaks near the FBG spectra induced by the scan recalibration tech-

nique, as shown in figure 6.15 (page V.I - 285).

The recovered temperature response of the sensor FBG, was examined for vari-

able and different fixed interferogram lengths. The variable interferogram length

temperature response was 5.42 × 10−6 ◦C−1, with an uncertainty of 32 pm and for

the fixed interferogram length case was 5.31 × 10−6 ◦C−1, with an uncertainty of

70 pm for the HTT. These values are lower than the literature results [21], and

may be due to different actual temperatures being experienced by the FBG and

thermistor sensor of the oven, or incorrect thermistor values reported by the oven

controller.

However, an apparent dependence of the temperature response value on the

length of the interferogram chosen was observed. This led to the optimum interfer-

ogram length22, ni, being ambiguous and the recovered temperature response value

changing between a minimum of 5.29×10−6◦C−1 and a maximum of 5.34×10−6◦C−1.

These changes in value were observed for both the centroid and HTT approaches,

and were likely introduced during the recalibration process. It should be noted that

the changes are not the same for the centroid and HTT approaches. However,

neither is the subsequent processing of the data.

The successful use of FBG sensor demodulation using the HTT approach is

shown for low SNR signals using the complementary π–shifted outputs of an all–

fibre interferometer. The deleterious effects of Rayleigh scattering upon phase noise,

and other common–mode noises are eliminated, improving the performance of the

HTT technique for demodulating long distance sensors. The HTT approach, with

appropriate Hamming window length, allows the effects of the changes in ni to be

mitigated, such that the changes are below the accuracy presented.

22ni = 4, the closest value to the average temperature response.
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7.3 Future investigations

In performing this work the following questions arose and are outstanding:

• Chapter 3, the development of the SpectroBragg

• The mounting of individual SpectroBragg components had superfluous

degrees of freedom for the assembly of the SpectroBragg. Future work

might look at the use of cheaper mounting components, which would

provide only those degrees of freedom required. Also, by using shorter

supports for the components, i.e. keeping the components closer to the

bench, there would be less possible cantilever action, which may reduce

the system sensitivity to environmental effects.

• Commercially available diffraction gratings, such as those employed in

the SpectroBragg, rely upon collimated illumination to provide the high-

est quality diffracted orders. The aberrations are compensated in the

Čzerny–Turner by the second mirror, i.e. after the diffraction grating.

Future work could attempt to remove the aberrations prior to illumi-

nating the diffraction grating. If possible, this may also lead to a more

flexible component positioning or system footprint as the restrictions of

equation (3.18) (page V.I - 132) would not be needed. This could simplify

the assembly of a Čzerny–Turner type system if arranged upon its own

mounting board.

• The assembly of the SpectroBragg on a movable optical bench or op-

tical board would have been beneficial, although it may have increased

vibrational sensitivity.

• Simplifying the assembly of the SpectroBragg would be necessary if such

a device were to be commercialised. Without the machining of a cus-

tomised mounting, as recommended in [25], reproducible quality of as-

sembly would require highly specialised skillful work.

• Exploring various means to expand the spectral range of the Spectro-

Bragg, while preserving the achieved resolution, e.g. by use of mirrored

end–face prisms or by stacked diffraction gratings.

• Chapter 4, strain characterisation of novel anisotropic FBG

• The difference between the strain response value reported here23 and the

isotropic FBG literature value needs to be examined, as to whether the

23Given that the strain responses of the examined isotropic and anisotropic FBGs primarily
depends upon the material strain response of the SMF–28 fibres, the experimental strain response
values would be expected to have been closer to the literature value, which also used SMF–28.
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difference is intrinsic, or an artefact of the experiments performed here.

The published temperature response of the novel anisotropic FBGs agrees

with the literature value for isotropic FBGs. The anisotropic FBG’s strain

response should depend upon the material’s strain response in a similar

fashion to the isotropic FBGs.

• Chapter 5, polarisation mitigation approaches

• As higher resolution results are increasingly being sought, polarisation ef-

fects can be expected to become ever more important and their mitigation

or minimisation critical. Further investigation of the various issues men-

tioned in determining the performance limits of the different approaches

is needed before a full conclusion can be arrived at. This work may be

considered as an initial investigation of these approaches for use with

devices such as the SpectroBragg.

• An interesting question which arose was whether the performance of the

approaches relied upon the specific area of the Poincaré sphere covered.

In particular, did the improvement obtained by the Lefèvre controller

approach depend upon the coverage of the sphere that was likely to be

experienced? The use of a deterministic polarisation controller instead

of the twisting of the FC/APC connector, and the use of a polarimeter

before and after the polarisation mitigation approach, would be the ideal

experimental apparatus to evaluate these schemes.

• The construction of a ‘generalised polarimeter’, to measure the gener-

alised Stokes parameters would be very useful in evaluating any polar-

isation mitigation scheme, as it would provide information on both the

SOP, DOP and DOC of the output signal.

• The effects of these polarisation mitigation schemes upon mixed high–

and low–coherence signal, such as might occur with reference signals.

In catering for the coherence length of the high–coherence source, do

artefacts arise in the low–coherence signal?

• Chapter 6, HTT analysis of π–shifted interferograms

• As for the strain characterisation of the anisotropic FBGs (see chapter

4) above), determining the origin of the discrepancy between the experi-

mental temperature response of the FBGs and the literature value.

• Determining the source of the side–bands observed during recalibration,

and steps to reduce or eliminate their magnitude would simplify, and

speed up, the data processing.
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• Determining the source of the oscillation of the temperature response

slope changes with interferogram length, ni. If the oscillation could be

minimised or modified such that an optimum ni value became obvious,

it would enable the best π–shifted HTT system performance.

• Investigate whether possible stiction events in the fibre stretcher impact

upon the performance of the all–fibre interferometer.
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Notation

α Angle of reflection at mirror M1, V.I - 132

αsc Rayleigh scattering loss coefficient, V.I - 31

αTεσ
Linear thermal expansion coefficient, V.I - 36

αT Thermal expansion, V.I - 35

αt Coefficient of twist effect for doped silica

single–mode fibre, V.I - 55

β Angle of reflection at mirror M2, V.I - 132

βm Magnetothermal effects, V.I - 35

β(z) Plane propagation constant, V.II F-4

β
T

Volume thermal expansivity, V.I - 45

βφ phase difference between the centre and edge

of the beam, V.I - 124

βA Magnification by a focusing element, V.II K-4

χpol Ellipticity of polarisation ellipse, V.II E-2

χ Longitude angle, V.I - 235

χ
em, me

Magnetoelectricity

(χ
em

is not necessarily equal to χ
me

), V.I -

35

χ
e

Electric susceptibility, V.II A-2

χ
m

Magnetic susceptibility, V.II A-2

δOPD Change in optical path difference, V.I - 224

εσ Strain, V.I - 35

ǫ r Elastic deformation induced dielectric pertur-

bation, V.I - 52

ǫ0 Permittivity of free space, V.II A-2

η FBG mode overlap parameter, V.I - 174

η
B

Birefringence per unit length, V.I - 56

ηm Diffraction grating efficiency, V.I - 128

ηFBG(V ) Fraction of integrated fundamental mode in-

tensity contained in the core, V.II G-7
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Notation

η(rQ) Square root of ratio of interfering intensities,

V.II B-4

η
W

(r 1, r 2, ω) spectral degree of coherence, V.I - 19

ηi Ratio of phase of FBGi to reference, V.I - 271

ηcreep Viscosity of material creep, V.I - 42

γ(r 1, r 2, τ) Complex degree of coherence, V.II B-3

Γ(r 1, r 2, t1, t2) Cross–correlation function, mutual coherence

function when t2 = t1 + τ , V.II B-3
(∞

m
m†
)

Cylindrical symmetry in Hermann–Mauguin

notation, V.I - 28

κatt Attenuation index, V.II A-4

κCMmq
(z) Oscillating, “AC”, mode coupling coefficient,

V.II G-6

κ εσ
Strain sensitivity of a length of fibre, V.I - 43

κ T The temperature sensitivity of the length of

fibre, V.I - 46

Λ Grating perturbation periodicity, V.I - 62

λB Bragg condition wavelength, V.I - 62

ΛFBG FBG period or pitch, V.I - 174

λres Resultant FBG wavelength after shift from

initial position, V.I - 174

δλBFWHM Full–width at half–maximum of FBG band-

width, V.II G-8

λBavg
Average Bragg wavelength from orthogonal

components, V.I - 175

λBdif
Differential Bragg wavelength from orthogonal

components, V.I - 175

λc Centroid wavelength, V.I - 133

δλCM FBG wavelength detuning or spectral broad-

ening, V.II G-7

λ
σε

Elastic stiffness tensor, V.I - 36

λ
σε

(

c
σε
, s

εσ

)

Elasticity (stiffness, compliance), V.I - 35

ΛPM Pitch of phase–mask, V.I - 174

λref Mean reference wavelength, V.I - 271

∆λpeaks Difference in side–peak wavelength positions

with respect to reference laser peak, V.I - 286

µ
0

Permeability of free space, V.II A-2
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Notation

µ
W

(r 1, r 2, ω) Spectral degree of coherence, V.II B-5

µ
∆SOP

Mean value of polarisation changes, V.I - 247

µ Mean value of background data, V.I - 247

∇2 The Laplacian operator, V.II A-6

∇ The gradient operator, V.II A-1

νσ Poisson’s ratio, V.I - 39

ν Frequency, V.II A-5

ω Angular frequency, V.I - 18

ω Mean angular frequency, V.II C-3

Ω Solid angle subtended at the centre of

Poincaré sphere by a closed path at the sur-

face, V.II E-7

⊗ Kronecker or Direct product, V.I - 16

∆Φ εσ
Phase shift for an applied strain, under con-

stant temperature, V.I - 43

ΦGP Geometric phase shift, V.II E-7

∆ΦT The phase shift experienced by a path L, of

fibre experiencing a change in temperature,

∆T (r, t), V.I - 46

Φ(t) Temporal phase, V.II C-1

φ(t) Temporal phase function, V.I - 267

φpr Phase retardance angle, V.I - 227

Π Electrothermal effects, V.I - 35

ψpol Azimuthal angle of polarisation ellipse, V.II

E-2

ψ Latitude angle, V.I - 235

ψ Propagating wave equation, V.II A-3

ρ
Int.

SpectroBragg and polarimeter intensity cross–

correlation coefficient, V.II N-1

ρ
λB

SpectroBragg intensity and centroid calcu-

lated λB cross–correlation coefficient, V.II N-1

ρxy(τ) Normalised cross–covariance function, V.I -

246

ρ(r, t) The electric charge density, V.II A-1

σ Pj
Pauli spin matrices, V.I - 16, V.I - 55

σFBG General “DC” mode self–coupling coefficient,

V.II G-7

σSB The Stefan–Boltzmann constant, V.I - 44
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σ
EM

Specific conductivity, V.II A-3

σCMmq
(z) Average, “DC”, mode coupling coefficient,

V.II G-6

σ
Int.

Normalised standard deviation of intensity,

V.II N-1

σbg Standard deviation of background data, V.I -

247

σ Stress, V.I - 35

σ
∆SOP

Standard deviation of polarisation changes,

V.I - 247

σ
λB

Standard deviation of peak wavelength, λB,

V.I - 247

σ
λB

Normalised standard deviation of centroid cal-

culated λB, V.II N-1

τc Coherence time, V.II B-5

τexp(t) Interferogram sampling time interval step or

time base, V.I - 270

θFR(ω) The angle of Faraday effect rotation, V.I - 49

θHWP HWP rotation, V.I - 55

θc Critical angle of refraction, V.II F-1

θd Diffraction angle, V.I - 124

θact The recorded temperature in π–shift experi-

ment, V.I - 277

θset The intended temperature set in π–shift ex-

periment, V.I - 277

θ∆ Dihedral angle between subsequent Stokes

vectors, V.I - 236

θrot Polarisation rotation angle, V.I - 240

ϕ(t) Interferogram linear phase angle, V.I - 270

ϕFBG1
(t) FBG1 unwrapped phase angle, V.I - 271

ϕFBG2
(t) FBG2 unwrapped phase angle, V.I - 271

∆iλB Difference in average λB with ni, V.II R-18

∆iδλb
i lambda wavelength differences centroid stan-

dard deviation, V.II R-18

∆wλB Difference in average λB with nw, V.II R-2

∆wδλB
Difference in standard deviation of λB with

nw, V.II R-2
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θt HWP
Angle through which fibre coil is rotated to

produce HWP rotation, V.I - 55

ADC Analog–to–digital converter, V.I - 91

b(r, ω) Amplitude of analytic signal, V.II C-1

B(r, t) The magnetic induction, V.II A-1

B ε Reciprocal dielectric constant or impermeabil-

ity , V.I - 35

B Birefringence, V.I - 173

Bind Induced birefringence, V.I - 51, V.I - 173

Bins Inscribed birefringence, V.I - 173

BPMF Birefringence of PMF, V.I - 55

Bf -s Waveguide birefringence, V.I - 51

C∞v Cylindrical symmetry in Schoenflies notation,

V.I - 28

C
E

M
Converse magnetoelectric effect, V.I - 32

C
E

εσ

Converse piezoelectric effect, V.I - 32

C
H

εσ

Converse piezomagnetic effect, V.I - 32

C
H

P
Direct magnetoelectric effect, V.I - 32

C
σ

P
Direct piezoelectric effect, V.I - 32

C
σ

M
Direct piezomagnetic effect, V.I - 32

C
E

S Electrocaloric effect, V.I - 32

C
H

S Magnetocaloric effect, V.I - 32

C
σ

S
Piezocaloric effect, V.I - 32

C
T

P Pyroelectric effect, V.I - 32

C
T

M Pyromagnetic effect, V.I - 32

cV, p Specific heat (fixed volume, V , or fixed pres-

sure, p), V.I - 35
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c Speed of light, V.II A-4

C2v Symmetry with two vertical mirror planes, in

Schoenflies notation, V.I - 28

C Coherency matrix, V.I - 16

COTS Commercial off–the–shelf, V.I - 151

Cxy(τ) Covariance function, V.I - 246

CP modes Circularly polarised modes, V.I - 24

CRN Continuous random network, V.I - 27

D(r, t) The electric displacement, V.II A-1

d Fibre core diameter, V.I - 174

Dfl Constant characterising the magnitude of

∆n co(z), V.I - 31

det Determinant of a matrix, V.I - 16

dQ Heat received per unit volume, V.I - 36

DSF Dispersion shifted f ibre, V.I - 312

dU Change in internal energy per unit volume, V.I

- 36

dW Work done per unit volume, V.I - 36

e
σ → d

The direct piezoelectric effect, V.I - 43

Eσ Modulus of elasticity, V.I - 39

e
E

Piezoelectricity, V.I - 35

EH(rO, r I) Eikonal function, V.II K-2

EHlm or HElm Hybrid modes, V.I - 24

E Electric Field, V.I - 35

eb The emissive power, V.I - 44

EWOFS07 Third European workshop on optical fibre sen-

sors, V.I - 190

E Expectation value, V.I - 240

f
T

Heat of deformation, V.I - 35

f Photoelastic or Pockels tensor in terms P, V.I

- 36

−f
T

Thermal pressure, V.I - 35

FC/APC Fibre coupled, angle polished connector or

FC connector, angled physical contact, V.I

- 52
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FC/PC Fibre coupled, polished connector of FC con-

nector, physical contact, V.I - 82

FFT Fast Fourier transform, V.I - 85

FBG Fibre Bragg grating, V.I - 62

F The Fourier transform, V.I - 279

Gσ Shear modulus, V.I - 39

G(x; a) Gaussian function, V.I - 134

Gb

(

T,E,σ
)

Gibbs free energy, V.I - 36

GPIB General Purpose Interface Bus, V.I - 208

H Magnetic Field, V.I - 35

HWP Half–waveplate, V.I - 54

HElm or EHlm Hybrid modes, V.I - 24

HiBi High birefringence fibre, V.I - 55

HTT Hilbert transform technique, V.II R-1

Iν Spectral intensity as a function of ν, i.e. a

spectrum, V.II D-3

Itot Total sum of the intensity of polarised and un-

polarised components, V.II E-5

I Identity matrix, V.I - 35

Iinf Information capacity of the measured inten-

sity, V.II D-3

I Intensity, V.II A-5

Ipol Sum of the intensity of the polarised compo-

nents, V.II E-5

Jl Bessel function of the first kind, V.I - 23

J(r, t) The electric current density, V.II A-1

J
a
(x) Jacobian matrix, V.I - 134

Jm mth order Bessel function, V.I - 128

J ID 2 × 2 Identity matrix, V.I - 222

JLHP Jones matrix for LHP SOP, V.I - 221

JLVP Jones matrix for LVP SOP, V.I - 221

JPMF Jones matrix for PMF, V.I - 55

JSOP–f Jones matrix for SOP fixer, V.I - 222

J rot Jones matrix for polarisation rotator, V.I - 222
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Jsys Jones matrix for optical system, V.II E-12

JY–coupler Jones matrix for Y–coupler, V.I - 222

KNA Numerical aperture of fibre, V.I - 174

Kl Bessel function of the second kind; Hankel

function, V.I - 23

kT Material thermal conductivity, V.I - 44

k = ks Propagation or wave vector, V.I - 123

K(ϑrs) Kirchhoff’s obliquity factor, V.II B-12

LB Beat length, V.I - 51

L coh Coherence length (along orthogonal axes), V.I

- 31

LFBG FBG gauge length, V.I - 174

LCP Left–circular polarisation, V.I - 21

l Length, V.I - 65

lc Coherence length, V.II B-6

LI Direction cosine (along withMI , NI), V.II K-2

LHP Linear horizontal polarisation, V.I - 21

L− 45P Linear polarisation at −45◦, V.I - 21

L+ 45P Linear polarisation at +45◦, V.I - 21

LV P Linear vertical polarisation, V.I - 21

LPij modes Linearly polarised i, j modes, V.I - 24

M1 Mirror M1, collimating mirror, V.II K-14

M2 Mirror M2, focusing mirror, V.II K-14

M Induced magnetisation, V.I - 35

MI Direction cosine (along with LI , NI), V.II K-2

(mm2) Orthorhombic lattice (sides a 6= b 6=
c) symmetry in Hermann–Mauguin notation

[mirror–mirror–rotation(π)], V.I - 28

M attenuator Mueller matrix for variable attenuator, V.I -

227

M ‖ Linear Mueller matrix for parallel orientation,

V.I - 226

M⊥ Linear Mueller matrix for perpendicular ori-

entation, V.I - 226

M
pr

Mueller matrix for phase retardance, V.I - 240
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MSOP–f Mueller matrix for SOP fixer, V.I - 222

M
rot

Mueller matrix for polarisation rotator, V.I -

240

M sys Mueller matrix for optical system, V.II E-10

M
TE

Mueller matrix for transverse electric orienta-

tion, V.I - 239

M
TM

Mueller matrix for transverse magnetic orien-

tation, V.I - 239

M J Mueller–Jones matrix, V.I - 18

n cl Optical fibre cladding refractive index, V.I -

25

n co Optical fibre core refractive index, V.I - 25

N Number of data points in digitised signal, V.I

- 91

n eff Effective refractive index, V.I - 25

∆n Mean FBG refractive index, V.I - 174

∆nFBG Induced FBG refractive index modulation, V.I

- 174

ng Group refractive index, V.I - 25

ni Non–negative integers used in incremental in-

terferometer length, V.I - 298

∆neff(z) Average effective refractive index, V.II G-6

navg Average fibre core refractive index, V.I - 177

ndif Modulation of fibre core refractive index, V.I

- 177

n Absolute refractive index matrix (including

Bianisotropy), V.II A-4

nw Non–negative integers used in window width,

±(2nw + 1), V.I - 290

NA Numerical aperture, V.II F-2

nf,s Refractive index of fast and slow axes, V.II

E-9

NI Direction cosine (along with LI , MI), V.II K-2

ODL Optical delay line, V.I - 230

OPD Optical path difference, V.I - 60

OTDR Optical time domain relfectometry, V.I - 60
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OSA Optical spectrum analyser, V.I - 129

P Cauchy principal value, V.II C-2

P Degree of polarisation, DOP, V.I - 224

P
W Q

(rQ, ω) Spectral degree of polarisation, V.I - 20

p
Bεσ

Photoelastic, elasto–optic or strain–optic ten-

sor, V.I - 36

PBS Polarisation beam–splitter, V.I - 224

PID Proportional–integral–derivative controller,

V.I - 277

PDG Polarisation dependent gain, V.I - 56

PDL Polarisation dependent loss, V.I - 56

P Induced polarisation, V.I - 35

PMF Polarisation maintaining f ibre, V.I - 55

PPLN Periodically–poled lithium niobate, V.I - 195

q Heat flux, V.I - 44

q
Bεσ

Piezo–optical tensor, V.I - 42

q
M

Piezomagnetism, V.I - 35

QWP Quarter–waveplate, V.I - 54

r co Radius of fibre core, V.II F-4

Rxy Cross–correlation function, V.I - 240

RFBG FBG reflectivity, V.I - 174

r linear electro–optic tensor in terms of E, V.I

- 36

r Position vector, V.II A-1

R
Int.

Temporal cross–correlation of the unfiltered

and filtered SpectroBragg and the polarime-

ter data, V.II N-2

R1 Radius of mirror M1, V.I - 132

R2 Radius of mirror M2, V.I - 132

ℜ The real component of complex number, V.II

A-6

RCP Right–circularly polarisation, V.I - 21

RIN Reduced intensity noise, V.I - 91
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S Entropy, V.I - 35

S gen(r 1, r 2, ω) Generalised Stokes parameters, V.I - 20

S Poynting vector, V.II A-5

SLED or SLD Superluminescent light emitting diode, V.I -

86

SMF Single–mode f ibre, V.I - 27

SNR Signal–to–noise ratio, V.I - 15

SWQ
(rQ, ω) Spectral density at point Q, V.I - 19

SOP State of polarisation, V.I - 21

S‖ SOP (Stokes vector) parallel orientation, V.I

- 221

S⊥ SOP (Stokes vector) perpendicular orienta-

tion, V.I - 221

S Stokes vector, V.II E-5

SSB Stokes vector for the SpectroBragg, V.I - 239

SG(x; a) Super–Gaussian function, V.I - 134

SW (r, ω) Power spectral density, V.II B-5

Tf The Fictive temperature, V.I - 28

Tg Glass transition temperature, V.I - 25

∇T Spatial temperature change, V.I - 44

t Twist or torsion applied to fibre, V.I - 52

TE Transverse Electric orientation, V.I - 24

TEC Thermoelectric cooling, V.I - 141

T Temperature, V.I - 35

Tlevel(x) Threshold function of quantity x, V.I - 136

tlevel Threshold level, V.I - 136

t Time, V.II A-1

TM Transverse magnetic orientation, V.I - 24

TIR Total internal reflection, V.I - 22

Tr Trace of a matrix, V.I - 16

U(P ) Amplitude of field at point P , V.II B-11

V(r, t) Analytic signal, V.II C-1

Vℑ(r, t) Imaginary part of analytic signal, V.II C-1

Vℜ(r, t) Real part of analytic signal, V.II C-1

V cutoff Cut–off frequency, V.I - 24
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VU Amplitude of incident wave, V.II B-11

vg Group velocity, V.I - 25

VH Hamiltonian function, V.II K-1

V2 Normalised frequency, V.I - 24

V ℜ
ref(t) Reference interferograms, V.I - 271

V ℜ
sig(t) Signal interferograms, V.I - 271

V
WQ

(rQ, ω) Spectral visibility, V.I - 19

v Speed of propagating wave, V.II A-3

V
FR

(ω) The Faraday tensor (Verdet’s constant when

VFR11 = VFR22 = VFR33), V.I - 49

V Volume, V.I - 65

VQ(rQ, t) Visibility or contrast function, V.II B-4

W Optical aberration function, V.II K-3

W(r 1, r 2, ω) Cross–spectral density function of two points,

r 1, r 2, and frequency ω, V.I - 18

WDM Wavelength division multiplexing, V.I - 140

Wg = dN Illuminated width of diffraction grating, V.I -

125

Wrect(n) Rectangular apodising window function, V.II

P-3

x̂, ŷ and ẑ Cartesian unit vectors, V.II A-1
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