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Abstract

Home area network (HAN) management is problematic for ordinary home

users. Lack of user expertise, potential complexity of administration tasks,

extreme diversity of network devices, price pressures producing devices with

minimal feature sets, and highly dynamic requirements of user applications

are some of the main challenges in HANs. As networking becomes enabled

in many more HAN devices, these problems are set to increase. A viable

solution to address these challenges lies in various levels of automation in

Home Area Network (HAN ), and at a slightly deeper level of self-governance

in general, now often termed as autonomic computing. HANs are good

candidate for autonomic network management, such as policy-based network

management (PBNM ), to automate network managing tasks. However, a

significant challenge here is the transformation of user requirements to a form

that is understandable to the HAN system. Semantic computing enables a

system interpreting semantics of instances at different levels of abstraction

(e.g. concepts related to users and network) without requiring it to know

the interlinks among different system concepts (e.g. how a user is linked

to its networked devices and applications). The research work presented

in this thesis proposes a framework for the implementation of user-driven,

semantic-aware, policy-based HAN management. Our goal is to transform

user preferences into network configurations so that we can give control to

HAN users to make their networks behave as per their requirements.
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Chapter 1

Introduction

Mark Weiser’s article on ubiquitous computing [Weiser, 1999], published nearly two

decades ago, predicted the “disappearance” of computers as more devices became net-

worked within our homes and other environments. Much progress has been made to-

wards this vision, and many more devices are now networked than previously. In the

last decade, convergence of networks enabled devices and complex network services have

changed the traditional view of home area networks (HANs). Today, a typical HAN is a

complex network [Laurnén, 2007] of in-home digital devices, such as laptops, desktops,

mobile phones, cameras, printers, projectors, gaming consoles, entertainment technol-

ogy, energy and power control systems, home security systems and smart appliances.

Recent research developments in this area [Chetana Sarode, 2012, Gaul and Ziefle, 2009,

Sheahen and Skubic, 2015, Wilson et al., 2014] aim to realise the vision of smart home

networks with modern devices and advanced interfaces. However, the key challenge to-

day is less about the design of exciting new such devices with non-traditional interfaces

that are embedded everywhere; instead, most of us face the more mundane challenge of

how to integrate and control the existing devices at our homes that are network enabled

but technically challenging from a user control perspective [Chetty et al., 2010, Edwards

et al., 2010, Ho et al., 2010, Poole et al., 2009b, Shehan and Edwards, 2007, Wilson

et al., 2014]. Essentially, this is a HAN management problem. Lack of networking ex-

pertise, potential complexity of administration tasks, heterogeneity of network devices

and highly dynamic requirements of user applications are some of the main HAN man-
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agement challenges1 in a typical HAN. As networking becomes enabled in many more

HAN devices, these problems are set to increase [Edwards et al., 2011, Grinter et al.,

2009, Shehan and Edwards, 2007].

HAN users need to be able to configure their networking equipment and applications to

ensure that services operate as expected, while also ensuring an adequate access control

for both regular users of the network (e.g., family members) and others (e.g., guests).

Services such as video conferencing and remote home monitoring have significantly

different network forwarding requirements than those of website browsing, yet the home

network user is expected to understand how to best configure their network resources

to ensure such services operate as required. Furthermore, the users of the HAN devices

may change frequently, so the users must be able to configure and set appropriate

security controls to protect access to home services and devices [Poole et al., 2009a].

In general, it is very difficult to offer a HAN management interface that is tailored for

the use by non-experts, whilst being highly flexible with respect to a large diversity of

network types, end user devices and multimedia applications. Specifically, the challenges

relate to understanding the activity of the networking devices, understanding what

applications home network users are using, identifying which user is using a device at a

given time (often many devices in the home are freely shared between family members)

and taking the appropriate actions based on user preferences. These challenges must be

addressed whilst coping with a vast diversity of network equipment and emerging use

cases for service usage. There are some tools available to monitor and control networks,

e.g., [Delaet et al., 2010, Shiravi et al., 2012, Soin, 2012]; however, the expertise level

required to use these puts them beyond the access of an ordinary HAN user. The

process of manual configuration itself and the growing complexity of infrastructure

involved in HAN have threatened to undermine the very benefits that modern day

technologies aim to provide and that is ease of use. Complexity leads to difficulty in

management and it potentially leads to unreliability of a system. In short, the diversity

of operational scenarios, time and cost constraints, and technical complexity are making

HAN management more difficult than ever.
1http://newsroom.cisco.com/dlls/2009/ts_051209.htm
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1.1 Motivation

1.1 Motivation

A viable solution to address above mentioned challenges lies in various levels of automa-

tion in Home Area Networks (HANs), and at a slightly deeper level of self-governance in

general, now often termed as autonomic computing [Kephart and Chess, 2003]. One in-

fluential articulation of this challenge is IBM’s manifesto on autonomic computing that

asserts: “In the evolution of humans and human society, automation has always been the

foundation for progress” [Kephart and Chess, 2003]. Automating systems and processes

can itself produce additional complexity in HANs. Nevertheless, automation is one

potential approach to lessen the growing complexity of existing network enabled HAN

devices that are interconnected together as, at least in some senses, one big computing

system. This requires development of a management system to control the complexity

of HAN management that will serve as interface between HAN users and underlying

networked devices. IBM’s focus on autonomic computing has been very influential and

has migrated to the networking world, where the terms autonomic communications and

autonomic network management have been coined to address the issues relating to the

self-governance, self-management, self-configuration, self-healing etc. (sometimes ab-

breviated to self-*), approaches to manage the complex network infrastructures [Davy

et al., 2006a, Jennings et al., 2007].

HANs are good candidate for autonomic network management techniques, such as

policy-based network management (PBNM ), a widely accepted and used approach (to

achieve some levels of autonomy) in enterprise networks [Verma et al., 2001]. PBNM

provides the means by which the administration and management processes in a net-

work can be simplified and largely automated [Verma, 2002]. It provides a flexible and

robust mechanism to manage network resources and services, e.g., bandwidth alloca-

tion, service priority and access control, by using set of rules also known as policies

to govern the network. In enterprise networks, highly skilled domain experts usually

define the network management policies. However, in typical a HAN, there is always

an acute shortage of expert users who understand their networked devices and related

management tasks. Even in the presence of network experts, HAN management is te-

dious and time consuming process. So how we can implement the precepts of PBNM in

HAN without requiring its users to understand their networks systems’ complexities?

3



1.1 Motivation

Devices and 

Appliances

U
sers

Usage

R
eq

u
irem

en
ts

Monitoring & 
Control

Policy System

Internet

Gateway 
Device

Figure 1.1: User-Centric, Policy-based HAN Management: a semi-automated approach
to manage and control home devices, applications and systems through network policies
that are translated to network configurations.

This question motivated us to explore the idea of using policy rules of different forms

to capture user requirements, communicating the rules to HAN systems, and then en-

forcing them in the form of configurations of different devices or applications in a HAN

system. We aim to establish a HAN control loop [Kielthy et al., 2010], where the

network events are monitored and policies are triggered based on the events that are

significant to HAN users. A significant challenge here is to process policy rules across

different sub-domains (user domain, device domain, application domain, network do-
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1.2 Hypothesis

main etc.) of a HAN system. Using the concept of various management levels of the

network presented in [Davy et al., 2008, Löpez De Vergara et al., 2005], we can estab-

lish connections among as many sub-domains of HAN through semantic models [Löpez

De Vergara et al., 2005] representing the different elements and entities existing in a

HAN system. A semantic model includes the capability to express information that

enables management system to interpret semantics from the instances at different ab-

straction level of a HAN system (e.g., concepts related to users and network devices),

without the need to know the meta-model (e.g., how a user correlates to a device or an

application within a network system). We wish to explore the role of semantics in the

management of HAN using an architecture similar to policy continuum [Davy et al.,

2008, Löpez De Vergara et al., 2005]. In HANs, the networked devices are usually un-

managed and network services work in best effort fashion. Our goal is to transform user

preferences into network configurations so that we can give control to HAN users to

make their networks behave as per their requirements. Figure 1.1 shows a policy system

employed in a home network where a HAN management system (that is deployed on

a HAN gateway device) connects HAN devices, applications and users with the policy

system. The idea is to deploy user policy rules on a HAN gateway device with the help

of policy system and the gateway device controls the devices, applications and systems

attached on HAN.

1.2 Hypothesis

The hypothesis of the research work that is presented in this thesis, is formulated from

the literature review covering the state of the art in autonomic network management

processes in HANs, in particular looking at policy-based network management, seman-

tic models and semantic-aware inferencing. It is the primary objective of this thesis to

prove the validity of the following hypothesis.

“By leveraging semantic models (that have been enriched with application or domain

specific information), processes for policy specification, selection, processing and trans-

lation of declarative policies to executable policies can be created, which exploit semantic

information and relationships among the entities that have been employed to represent

the declarative and executable policies, and their corresponding systems.”
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1.3 Research Questions

This research hypothesis has two parts; the first part focuses on using formal semantic

models to assist the policy specification, selection, processing and translation. It is

assumed that semantic models can provide an elaboration to a declarative policy using

semantic information of entities employed in to represent the policy. The second part

focuses on enhanced elaboration of primitive semantic information by using well-defined

reasoning approaches to discover relationships to other entities within the semantic mod-

els that are used represent the corresponding systems. The baseline assumption is that

the elaborated semantic information can help in processing and translating policies.

1.3 Research Questions

The following are the research questions defining the scope of hypothesis:

Q1: “What semantic information is required to specify and select a declarative policy,

and translate it to an executable policy within the scope of HAN?”

Q2: “How can semantic information in different sub-domains of HAN be interlinked?”

Q3: “How can semantic information provided in the semantic models be used to process

declarative policies to transform them into HAN configurations?”

Q4: “How semantic information provided in the semantic models can be used to reason

over to provide new knowledge to manage HAN?”

Question 1 defines the scope of our investigation in the area of semantic aware rule

composition and its transformation, emphasises identifying the elements of policy rule

structure and meta-information that helps translation of a declarative policy rule to an

executable form. Discussion around this question can be found in chapters 3 and 6.

Question 2 defines the scope of our quest for semantic presentation and arrangement

of information in different sub-domains of HAN ; it is based on an assumption that

declarative and executable policies are part of different sub-domains within the HAN

system. Discussion around this question can be found in chapters 3, 4 and 5. Question

3 defines the scope of our inquiry of semantic information utilization in the areas of

policy specification, policy selection for execution, and policy translation. We later
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extended the scope of this question and also explored the role of semantics in policy

conflict resolution. Discussion around this question can be found in chapters 4, 5, 6

and 7. Question 4 defines the scope of our investigation in the area of reasoning over

semantic information to produce new knowledge and utilization of knowledge to manage

HAN devices. Discussion around this question can be found in chapters 4, 5, 6 and 7.

1.4 Main Contributions

This thesis presents processes and algorithms to support semantic aware processing

and translation of abstract and declarative policies to network configurations with the

help of semantic models. This includes a framework for semantic aware processing of

abstract policies, techniques to retrieve semantics from cross layered HAN system to

enrich the semantics of abstract policies, and a resolution strategy for semantically con-

flicted rules. The framework describes the components for policy specification, selection,

translation and enforcement. The core of the proposed policy processing technique is to

utilise the semantic information embodied within the network flows for the selection of

abstract policies and further to their transformation into low-level concrete executable

policies/configurations with the help of semantic models.

The thesis contributes to the areas of semantic computing for human-centric policy-

based home area network management; in particularly, it addresses the areas of seman-

tic uplift of network flows, semantic-driven policy processing, semantic-aware policy

translation and semantic-driven conflict resolution. The main contributions are:

1. A human-centric home area network management framework that adapts to dy-

namic functional changes in a home network;

2. Semantic uplifting and enrichment techniques for monitoring data in the home

area networks that extract relevant information from network flows and update

semantic models appropriately;

3. A semantic-driven policy processing using enrichment technique that uses seman-

tic information to select and process abstract, user-defined policies;
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4. A semantic-aware policy translation technique that demonstrates the role of se-

mantics in translating abstract/declarative user-defined policies to concrete/exe-

cutable policies/configuration in the HAN management system;

5. A semantic-driven conflict resolution of independent exclusive disjunctive rules

using a belief support model and user feedback loop to deal with unresolvable

conflicted uncertain policy rules.

1.4.1 Thesis Outline

The rest of this dissertation is organized as follows:

Chapter 2 provides an overview of research on HAN management techniques, policy-

based HAN management and use of semantics and inference in the management

of home networks. We then present the shortcomings of the existing network

management techniques and the challenges that are required to be addressed.

Chapter 3 presents proposed framework for the semantic driven policy-based HAN

management and framework components. The framework serves following design

objectives:

1. Specification of user defined rules and new knowledge in the framework;

2. Linked data management of rules and knowledge in different sub-domains of

HAN, constructing the HAN domain model;

3. Monitoring of network flows and interpretation of network events using the

HAN domain model;

4. Enforcement of user network requirements.

Chapter 4 discusses the technique and algorithms that are developed to implement se-

mantic uplift of low-level monitoring data as a part of HAN management frame-

work. It describes the algorithms for semantic-driven processing of declarative

policies that are selected for processing because of the related events captured

from the low-level monitoring data. The policy processing involves semantic up-

lifting for low-level monitoring data and policy selection processes. This chapter

also discusses the implementation of the proposed technique using different use

cases in HAN.
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Chapter 5 discusses the technique and algorithms that are developed to implement

semantic enrichment of high-level monitoring data as a part of HAN management

framework. It describes the algorithms for semantic-driven processing of declara-

tive policies that are selected for processing because of the related events captured

from the high-level monitoring data. The policy processing involves semantic en-

richment for high-level monitoring data, policy selection and policy processing

processes. This chapter also discusses the implementation of the proposed tech-

nique using different use cases in home area network.

Chapter 6 describes the technique and algorithms that are developed to implement

policy translation for user-defined abstract rule using the technique of semantic

refinement. The presented technique navigates the HAN domain model that is

represented in an ontological form. The main contribution of this chapter is the

extension of a semantic translation algorithm to map policy concepts in policy

languages to meta-model concepts.

Chapter 7 describes the technique and algorithms that are developed to implement

conflict resolution of exclusive disjunctive uncertain inference rules and extend a

classical conflict resolution technique, Certainty Factor Model, with an intelligent

semantic-driven approach to resolve the conflicts. In this chapter, we outlined the

theoretical foundation of our approach and described the reasoning capabilities

and algorithms for the proposed technique. We demonstrated the perceived effec-

tiveness of our approach through presentation of experimental results in compari-

son to probabilistic approaches based on real time test scenarios using a test-bed.

Finally, Chapter 8 summarises our results and outlines directions of future research.
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Chapter 2

Background and State of the Art

This chapter entails an overview of technologies, trends and challenges in home area

networks that motivated our research. The main concepts related to Home Area Net-

work (HAN ) and network management are briefly discussed. Policy-based management

for the use of HAN management is explored and other technologies such as ontology-

based network management and inference are reviewed to investigate their potential use

within the scope of our research problem. State of the art relating to user-centric policy-

based home area network management, semantic driven policy processing (specification,

selection and translation) and user driven inference are then reviewed. This provided a

context for our research on cutting edge processes developed to employ policies to man-

age home area networks, semantics to interconnect different conceptual models within

HAN and use of inference to design a user driven intelligent HAN management system.

Lastly, conclusions are drawn from the literature review and the requirements of the

research methodology are outlined.

This chapter is structured as follows: §2.1 gives background knowledge about home area

network HAN, network management, policy-based network management, semantic tech-

nologies, and rule-based reasoning and inference. §2.2 presents cutting edge research in

the areas of home network management, semantic aware network management and se-

mantic driven conflict resolution. Lastly, §2.3 presents the analysis, future work related

to our research problem and concludes the chapter.
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2.1 Background

2.1 Background

This section gives a brief background and introduction to home area network, traditional

network management, policy-based network management, semantic computing and in-

ference systems, highlighting the standard terminology and methods used in past and

present and the mundane challenges in related areas. The main network management

concepts are described and reviewed from the perspective of their use in addressing the

issues of HAN management as discussed in Chapter 1.

2.1.1 Home Area Network

Home area networks emerged in late 1990s fuelled by the rapid growth of the Internet

[Coffman and Odlyzko, 2001]. In the literature, there are several different opinions on

what exactly constitutes a HAN also known as residential or consumer or subscriber

network. Over the years, a typical HAN has grown from simpler a network with few

devices [Laurnén, 2007] to a complex networking system [Kailas et al., 2012] that now

connects in-home digital devices, such as laptops, desktops, mobile phones, cameras,

printers, projectors, gaming consoles, entertainment technology, energy and power con-

trol systems, home security systems and smart appliances, into a common network.

Today HAN is evolving into more complex networked environment led by the agile

advancement of data sharing, communication devices, multimedia applications and In-

ternet technologies. Existing home networks allow home devices to communicate with

each other to share resources and often a common connection to the Internet using

different networking technologies and models. A few of these technologies and network

models are discussed in the following sections.

2.1.1.1 HAN Networking Models

Within homes, network enabled devices, appliances and systems are connected through

the combination of wired and wireless technologies [Wang et al., 2011]. The wired tech-

nology based HAN systems are usually old fashioned bulky, largely point-to-point loop

or star-based systems. For the most part, those with any robust capacity are tethered

systems limiting the mobility and flexibility of HAN users and devices. For wireless

communication models, there are several approaches available within HAN [Wang et al.,
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.

2011], however, the most popular model is controller-based HAN system [Ramanathan

and Gusella, 1995]. In controller based system, the digital switch acts as the commu-

nications hub, addressing and routing voice data traffic throughout the home. The

controller supplies a robust home network for voice and data with high bandwidth ca-

pacity. It is the bridge between the transport network element serving the home from

the Internet service provider and the wireless home network. Networked devices and

appliances require no wires or fixed wired jacks. Data and voice services, including inter-

nal device-to-device communications, are commonplace. The controller based switching

center is software driven so that new networking requirements in the home can be met

without drastic or rudimentary changes [Dixit and Prasad, 2007, Ford et al., 1997].

Figure 2.1 shows the wired and wireless connections with in a typical HAN [Henricks,

2000].
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Figure 2.2: POTS, DSL, Cable and Satellite ISP connections for Home Area Networks.

2.1.1.2 HAN Networking Technologies

Popular wired technologies are IEEE 802.3 standard, Integrated Services Digital Net-

work (ISDN), Digital Subscriber Line (DSL) and broadband [Dixit and Prasad, 2007].

Another route to wired networking is power-lines that are readily available as network

transport elements throughout a home but wired technologies are rapidly being re-

placed by Wireless [Vaxevanakis et al., 2003]. Traditional wireless home-networking

technology is used for line-of-sight, infra-red, unidirectional, hand-held controller appli-

cations. Most commonly used wireless networking technology is radio frequency (RF)

focused. In controller-based HAN system, the microprocessor-based digital sends the

home network traffic through a powerful on-board RF transceiver. The transceiver is

based on patented digital spread-spectrum technology and has an effective reach of

several hundred feet from the home. Popular wireless standards include IEEE 802.11,

Home-RF, Blue-tooth, and Standard Wireless Access Protocol (SWAP). Two types of

spread-spectrum radios are in common use today: Frequency-Hopping Spread-Spectrum

(FHSS) and Direct-Sequence Spread-Spectrum (DSSS) radios [O’Driscoll, 2000]. Wired

networking technology provides faster and secured connections compared to wireless

but has immense mobility and scalability issues.
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A HAN system can be connected to Internet via Digital Subscriber Line (DSL), Cable,

Dialup or Satellite (as shown in Figure 2.2).

Cable Service: It allows HAN system to connect with internet via a local cable televi-

sion line and transmit and receive data over a cable modem into your computer

through the wired (cabled) or wireless ethernet card.

DSL Service: It is a family of technologies (Asymmetrical DSL - high download, slow

upload speed and Symmetrical DSL - similar download and upload) that provides

digital data transmission over local telephone lines. It typically works by dividing

the frequencies on a single telephone line into two primary “bands”. The internet

data is carried over the high frequency band, while the voice is carried over the

lower frequency band.

Satellite Service: In a two-way satellite Internet connection, the upstream data is

usually sent at a slower speed than the downstream data arrives. Thus, the

connection is asymmetric. A dish antenna transmits and receives signals. No

phone line or other wired connection is required. A satellite modem in connection

with satellite dish connects HAN with Internet.

Dial Up Service: Dial up connection dials a number using Plain Old Telephone Service

(POTS) to connect with Internet. Dial up technology is no longer suitable for

HAN and rapidly obsoleting due to its speed limitation.

Establishing a HAN system requires management of its operations and resources. Net-

work management is essential to ensuring the day-to-day normal network functionality

and security. This requires methods that can detect and respond to network issues in

real time, as well as predict possible issues in the future. In following sections, we briefly

discuss traditional and some sophisticated network management approaches.

2.1.2 Network Management

Network management is highly diverse field and it has various different meaning in dif-

ferent work domains. In some cases, it involves only a network monitoring activity with

some monitoring and analysis tools. In other cases, it involves more complex tasks like
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profiling, polling of network devices, and generating real-time graphical visualization

and meaning of network changes and traffic. In general, network management is a ser-

vice that employs a variety of tools, applications, and devices to assist network managers

in monitoring and maintaining networks [Clemm, 2006]. Network management can be

segmented into two categories: Tactical and Strategic. Tactical network management

relates to proactive and reactive situations, such as network failures, congestion, and

unacceptable service quality. The tasks include troubleshooting, configuration, and ad-

justing traffic flows. Strategic network management involves a long-term perspective

that is oriented toward adequate planning to avoid shortages as the network grows.

Strategic tasks use information to adjust operations, optimize quality, and manage fa-

cilities to reduce overall operational costs. Therefore network management is considered

as an umbrella term that refers to a set of activities for the operation, administration,

maintenance, and provisioning (all collectively called as network management processes)

of the networking system. The network management processes are interrelated to each

other and are usually performed with the help of management tools. The key processes

are:

Operations process deals with the functional enabling and monitoring of different de-

vices and services to identify network related problems;

Administration process deals with the assignment of resources in the network and their

control;

Maintenance process deals with repairs and upgrades of network devices and services;

Provisioning process deals with configuring resources for a given network service.

Functions that are performed as part of network management include monitoring, plan-

ning, allocating, deploying, coordinating, and controlling the resources of a network

for authorization, configuration management, fault management, security management,

performance management, bandwidth management and accounting management. In

this regard, ISO FCAPS (Fault, Configuration, Accountability, Performance and Secu-

rity) model [Surhone et al., 2010] is a major contributor to network management for

outlining the main tasks. A network management system comprises managed entity
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(devices with software that enables the sending of alerts when network issues are identi-

fied; for example, any change of configuration on the network device) and management

entity (process that is programmed to react to alerts by executing a predefined set of

actions). A typical architecture of a network management platform is made up of a

common set of relationships and structure that exists between managed and manage-

ment entities. A management entity can take on one of the two possible roles: manager

or agent. The managed entities are usually monitored by network management agents

(to carry network management data and report network transmission problems) and

network manager that controls a set of management agents and ensures that these

agents collect the appropriate information. Network management protocols carry net-

work management data between the managed and management entities. To simplify

network management tasks, quality of service management and network security mon-

itoring are two major tasks in home networks, which are briefly discussed in following

sections.

2.1.2.1 Quality of Service Management

Quality of Service Management (QoSM) is network management technique to config-

ure and maintain services and network resources to achieve network quality require-

ments [Cisco Systems Inc, 1999, Guichard, 1999]. QoSM is usually attained through

controlling the traffic and reserving the resources. It uses priority rules to provide a

certain level of service based on the priority of different classes of users, applications and

traffic flows. For guaranteed services, it allocates resources to particular traffic class.

Quality of Service (QoS) is a collective measure of the level of network service provided

to a user, which can be characterized by many performance parameters of a network:

1. Timeliness characteristics;

2. Capacity characteristics;

3. Error-related characteristics;

4. Reliability characteristics;

5. Security characteristics;
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6. Cost characteristics, etc.

However, there are three most commonly used parameters to quantify the quality of

service for video and audio network traffic:

Delay – It refers to a lapse of communication data in terms of time between two points

resulting from queuing, processing and congestion;

Jitter – It refers to variations in a data communication resulting from fluctuations in

the flow, also called as distortion;

Loss – It refers to loss of the transmitted data packet usually resulting from data

congestion at some point along the network path.

QoSM helps to set-up and evaluate QoS goals; QoS goals are transformed into config-

urations, which act as networking rules. A QoSM methodology entails base lining the

network deploying relevant QoS techniques and evaluating QoS results. A QoS level,

also referred as service level, is network QoS capability to deliver service needed by

network traffic. QoS can be graded into three basic levels [Cisco Systems Inc, 1999]:

(a) best-effort service level, this is also known as lack of QoS; best-effort service is basic

connectivity with no guarantees; (b) differentiated service level, this also known as soft

QoS. Different traffics are classified and treated according to their classification; and (c)

guaranteed service level, this also known as also called hard QoS–it reserves network

resources for specific traffic.

There are two types of QoS [Guichard, 1999]: provisioned QoS and signalled QoS.

Provisioned QoS is statically achieved by configuring network resources for the flow of

different types of traffic. Most of QoS approaches are static using priority queues, data

flow control and packet marking, etc. In signalled QoS, which is also referred as dy-

namic QoS, the Internet Protocol (IP) packets contain signalling information describing

the specific QoS necessary for the application to function. The Resource Reservation

Protocol (RSVP) protocol is mostly used for signalled QoS. QoS manages traffic in two

ways [Guichard, 1999]: per-flow QoS, and per-aggregate QoS. Flow is unidirectional

stream of data, which receives individual treatment in per-flow QoS. In per-aggregate

QoS, two or more unidirectional data streams are put under some classification based on

some traffic characteristics, e.g., all packets using Transport Control Protocol (TCP),
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Figure 2.3: IP packets being queued and scheduled on Internet gateway device based on
Type of Service (TOS) bits marked in packets’ headers.

and the class of different flows receives individual QoS treatment. Provisioned QoS

used aggregated QoS traffic management technique and signalled uses per-flow tech-

nique. Both QoS techniques can be used in other ways with per-flow and per-aggregate

but in that case they may not make much sense. The QoS traffic management has four

fundamental elements:

1. Traffic identification scheme;

2. Traffic marking scheme;

3. Traffic filtering scheme;

4. Traffic queuing scheme.

Traffic identification is usually based on the information available in traffic packets and

the QoS implementation technique, e.g., source and destination IP addresses, ports,

protocols, etc. To provide preferential QoS treatment to a type of traffic, it must be

identified first. Traffic marking is not compulsory because traffic can be filtered for QoS

treatment even if it is not marked but it really depends on how QoS is implemented.

Generally, “type of service” (TOS) bits in IP packet header can be marked for different

types of QoS treatments. Traffic identification and marking together called as traffic

classification. When the packet is identified but not marked, classification is said to be

on a per-hop basis. This is when the classification pertains only to the device that it is

on, not passed to the next router. The QoS implementation technique largely depends

on the user QoS requirements. User can select priority-based or class-based queues (as

shown in Figure 2.3).
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2.1.2.2 Network Security Monitoring

The process of a network security monitoring is performed by a wide range of devices

belonging into the category of the Intrusion Detection System (IDS). Such devices are

focused on identifying and reporting possible security incidents. We can divide IDS tech-

nologies into the four groups according to the types of events that they monitor [Tracy

et al., 2007]: network-based IDS, wireless IDS, host-based IDS and network behaviour

analysis.

In a comparison to the traditional network-based IDS, Network Behaviour Analysis

(NBA) system uses statistical information about flows (number of packets, amount

of transmitted data, used transfer protocol, etc.) instead of analysing a content of

the transmission. This approach allows analysing of unencrypted as well as encrypted

data in the same way. IDS technologies use more different methods, usually together, to

detect security threats. Generally they can be divided into the following three categories

[Tracy et al., 2007]: signature-based detection, stateful protocol Analysis, and anomaly-

based detection.

2.1.3 Policy-based Network Management

Policy-based Network Management(PBNM) gained widespread attention in late 1990s

when the Internet Engineering Task Force (IETF)1 formed a Policy Framework Working

Group (PFWG) to define architecture and information model for policy-based manage-

ment of Quality of Service (QoS) in “Internet Protocol” (IP)-based networks [Waters

et al., 1999].

The Distributed Management Task Force (DMTF)2 also developed information models

for network and policy management applications and later joined IETF-PFWG to stan-

dardise IETF policy information model [Moore et al., 2001]. Many IETF and DMTF

standards have been used in policy-based management of networks [Boutaba and Aib,

2007]. This has been formalised as a language for the Common Information Model

(CIM) [de Vergara et al., 2005].
1https://www.ietf.org/
2https://www.dmtf.org/
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Figure 2.4: Policy-based Network Management Architecture [Waters et al., 1999]: policy
console to specify policies; Repository to store policies; Policy Decision Point for evaluation
of policies; Policy Enforcement Point to apply policies.

IETF-PFWG has defined a policy management architecture (as shown in Figure 2.4)

that is considered as best approach for internet policy-based management. The archi-

tecture consists of a Policy Console (PC), Dedicated Policy Repository (DPR), Policy

Decision Point (PDP), Policy Enforcement Point (PEP) and policy communication

protocols [Boros, 2000, Yavatkar et al., 2000]. According to Davy et al. [2009], the

functionality of PEP can be further subdivided into policy execution point (PXP) and

policy verification point (PVP). The IETF PBNM architecture works best under the

expert intervention. In a typical home area network (HAN ) expert intervention may not

be available, therefore the model components such as policy console lose their usability

in the context of HAN.

PBNM provides a rules driven system; these rules are called policies (as shown in Fig-
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, action (what needs to be done when) and priority.

ure 2.5). There is no standard way of defining policies but there are some definitions put

forward by academic researchers. According to Saperia [2002], a policy is a predeter-

mined action statement for such action patterns that are repeated by entities involved

in a network under certain systems conditions. Westerinen et al. [2001] define a policy

as a goal or course of action to guide present and future network decisions. More con-

cisely, a policy is set of rules to administer, manage and control the access to network

resources and services. “IF Condition-THEN-DO Action” rule structure is simplest form

of policy rule which says “on occurrence of an event, if condition is met then do action”

also known as Event-Condition-Action (ECA) [Liu, 2009]. The network policies can be

classified generally into the following six broad categories [Boros, 2000]:

1. Performance Management Policies;

2. Security/Access Control Policies;

3. Quality of Service Policies

4. Administrative/Configuration Management Policies;

5. Fault Management Policies;

6. Customized/Event Condition Action Policies.

A policy language may use the constructs from an information model to entail the policy

compositional elements. The DMTF has defined Common Information Model (CIM)

based policy model [de Vergara et al., 2005] with the help of IETF; the data model

standardises the ECA-based policy rules [Liu, 2009]. The CIM policy model defines
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Table 2.1: Policy Abstraction Levels.

Abstraction Description

Business Level
These policies are domain, mechanism, device and instance independent. They con-
tain no specification how policy would be realised and no system and network elements
are mentioned to support the policy.

Domain Level
These policies are mechanism, device and instance independent, and they are trans-
lated into domain specific format. Policies are not assigned to any specific device or
network element.

Mechanism Level
These policies are device and instance independent, specified to realize a mechanism.
They cover mechanism implementation details.

Device Level
These policies are instance independent. These policies involve device specific param-
eters and mechanism implementation details.

Instance Level
This is the most specific expression of a policy. All parameters are expanded to all
network elements that are involved in enforcement process of this policy.

a very high-level policy model–an ECA policy rule contains four major components:

Event, Condition, Action and Priority. The Event indicates the context in which a policy

rule is relevant. The Priority indicates the relative importance of the policy rule to avoid

policy conflicts. The Condition indicates the state when policy rule will be applicable.

The Action part of a policy rule specifies the action to be taken if the rule is applicable.

A policy rule can be defined at different levels of network system, which essentially

defines policy levels. These levels are sometimes called a policy hierarchy [Damianou,

2002] or abstraction levels as defined in Table 2.1. Abstraction levels represent different

views on policies, relationships between policies at different levels of its hierarchy, or

abstractions of policies for the purpose of information entailment. Damianou [2002]

consider three major levels but Boros [2000] consider five policy abstraction levels and

Davy et al. [2008] refer to them as the “policy continuum”. Each abstraction level

defines policy scope within network. These abstraction levels are interrelated and can

be defined in terms of each other.

PBNM communication between PDP and PEP can be realised in many ways, e.g.,

HTTP, COPS and SNMP, etc. Two commonly used methods are Common Open Pol-

icy Service (COPS) [Durham et al., 2000] and Simple Network Management Protocol

(SNMP) [Case et al., 1990]. In HANs, the network devices are so cheap that they usually

do not provide any sophisticated management interface. Moreover, COPS and SNMP

have inherent implementation issues i.e. security leaks and slow performance [Boros,
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2000]. PBNM is extensively used in Core Networks, where well trained domain experts

define policies to manage network services and resources. PBNM, if configured sensibly

by HAN users through intelligent interfaces that can hide underlying network complex-

ity, there is some hope that HAN can be managed according to user requirements.

2.1.4 Semantic Technology and Inference

Semantic technologies [Barabasi, 2002, W3C, 2004] have played a vital role in abstract-

ing the details and lessening the gap between humans and complex network systems.

With the help of semantics, HAN management systems and related technologies can

become more understandable to ordinary HAN users and, in the near future, they can

also be in a position to help controlling their home systems without requiring them to

know the details and complexity of underlying network management systems. However,

there is no single ideal knowledge representation technique suitable for all applications

when building practical intelligent systems [Gaaevic et al., 2006]. The traditional tech-

niques most frequently used to represent semantics in an intelligent systems include

object-attribute-value triplets, uncertain facts, fuzzy facts, rules, semantic networks,

and frames.

Object-Attribute-Value (OAV) triplets are a technique used to represent facts about

objects and their attributes. More precisely, an OAV triplet asserts an attribute

value of an object;

Uncertain Facts are used an as extension of OAV triplets that allow uncertainty of facts

to be described. A certainty factor is a numeric value assigned to a statement that

represents the degree of belief in the statement;

Fuzzy facts represent uncertainty using the imprecise and ambiguous terms commonly

found in natural languages. The fuzzy set representing member groups is defined

by a corresponding membership function. This function can be used to calculate

the actual numerical value of a membership in the fuzzy set, on a scale from 0 to

1;

Rule-based is a knowledge representation technique and a structure that relates one

or more premises (conditions, or antecedents), or a situation, to one or more

conclusions (consequent), or actions;
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Semantic networks are graphs made up of objects and concepts (the nodes in the

graph) in some specific domain of knowledge, connected by some type of relation-

ship/properties (the links/arcs), which could be part-of, type-of, is-a and has-a

relationship. Semantic networks contain OAV triplets;

Frames are similar to classes and objects in semantic networks, however unlike seman-

tic networks, frames include procedural knowledge as well, in the form of facets.

Facets are typically attached to slots (properties) and contain procedures (meth-

ods) that are invoked automatically when the value of the slot is changed, or when

it is needed (read).

2.1.4.1 Knowledge Representation Techniques

The central component of any knowledge-based intelligent system is its knowledge

base [Gaaevic et al., 2006]. The knowledge base contains a set of sentences - the units of

the knowledge represented using one or more knowledge representation techniques and

the sentences are expressed in a knowledge representation language. A knowledge rep-

resentation language can be used to change or query the knowledge based. Knowledge

representation languages should be capable of both syntactic and semantic representa-

tion of entities, events, actions, processes, and time. There are many forms of knowledge

representation languages but the following three are most popular:

Logic-based [van Otterlo, 2009]: (a) A proposition is a logical statement that is either

true or false. An OAV triplet is a more complex form of proposition, since it

has three distinct parts. Propositional logic is a form of symbolic reasoning. It

assigns a symbolic variable to a proposition. The truth value (true or false) of the

variable represents the truth of the corresponding statement (the proposition).

Propositions can be linked by logical operators (AND, OR, NOT, IMPLIES, and

EQUIVALENCE) to form more complex statements and rules. (b) First-order

logic extends propositional logic by introducing the universal quantifier and the

existential quantifier. It also uses symbols to represent knowledge and logical op-

erators to construct statements. Its symbols may represent constants, variables,

predicates, and functions. (c) Description logic contains a terminology (the vo-

cabulary of the application domain) in a part of the knowledge base called the
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TBox, and assertions about named individuals (using the vocabulary from the

TBox) in a part of the knowledge base called the ABox. The vocabulary consists

of concepts and roles. Concepts denote sets of individuals. Roles are binary re-

lationships between individuals. There are atomic concepts and roles (names of

concepts and roles) and complex concepts and roles (terms for concepts and roles).

The complex concepts are built using descriptions expressed in the corresponding

description logic language and are assigned names in the TBox;

Frame-based: The central tenet is a notation based on the specification of frames

(concepts and classes), their instances (objects and individuals), their properties,

and their relationships to each other. Frame-based languages are usually suitable

for representing knowledge that does not change;

Rule-based: Rules are popular in intelligent systems. The Rule Markup Initiative

(RMI) has taken steps towards defining “Rule Markup Language” (RuleML) [An-

toniou, 2002], a shared language based on XML, contains rule schemas for pro-

duction rules (the If-Then), integrity rules, reaction rules, derivation rules and

transformation rules.

2.1.4.2 Knowledge Representation as Ontology

The ontological engineering, from the viewpoint of computer science rather than the

field of philosophy, is called metaphysics [Gruber, 1995]. Informally, an ontology may

be described as a representation of a conceptualisation (an abstract viewpoint) of a

domain of discourse. Thus, an ontology representation format should include a tech-

nique to represent domain concepts and also a technique to represent the relationship

between the domain concepts. Many ontologies may be built using different ontology

representation formats to portray a single conceptualisation of a domain of discourse. It

is imperative that the ontology representation format used is capable of describing the

conceptualisation. Conceptuality is understood to be an abstract view of the domain

of interest and explicit means that the conceptualisation is clearly defined.

Ontologies have been considered from different, often complimentary, perspectives.

Therefore, many ontology classification have been created [Guarino, 1998]. Guarino
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classifies ontologies into four types according to their generality level. The types of

ontologies in this classification are:

Top-level ontologies, which describe general concepts such as space, time, matter and

object. These ontologies are independent of a particular problem or domain.

Therefore, a well defined top-level ontology has the potential to have a large

population of users. These types of ontologies are also called upper ontologies or

foundational ontologies;

Domain ontologies, which define the conceptualisation of a generic domain, for exam-

ple, medicine or geology. Domain ontologies are often specialisations of a top-level

ontology. The Gene Ontology is an example of a domain ontology;

Task ontologies, which defined the conceptualisation of a task or activity; for example,

troubleshooting a network resource. Task ontologies are often specialisations of a

top-level ontology;

Application ontologies, which describe a conceptualisation based on both a domain

and a task. Thus, an application ontology is both a specialisation of a domain

ontology and a task ontology.

Jurisica et al. [2004] define a classification of ontologies according to the nature of real-

world issues modelled by an ontology. The types of ontologies in the classification are:

Static ontologies, which describe conceptualisations of invariable aspects of the real-

world. Conceptualisation represented with static ontologies consider the entities

that comprise the real world to be unique and immutable; they believe ontology

have a lifetime, attributes and relationships with other unique entities;

Dynamic ontologies, which describe conceptualisation of aspects of the real-world

which change with time;

Intentional ontologies, which facilitate conceptualisations of goals, intents and beliefs

to be expressed and reasoned about;

Social ontologies, which describe social structures, such as organisational structure,

affliction networks and interdependences. Actor, role and responsibility are terms

likely to appear in a social ontologies.
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RDF The “Resource Description Framework” (RDF) [Pulido et al., 2006] is the first

language developed especially for the Semantic Web . RDF is developed as a language,

realized in XML, for adding machine-readable meta-data to existing data on the Web.

RDF Schema extends RDF with basic ontological primitives such as classes, properties

and instances. In addition, the instance-of, subclass-of, and subproperty-of relationships

have been introduced, allowing class- and property hierarchies. In RDF, all concepts

and resources can be specified using Unicode, and uniquely identified using URI’s.

While RDF is a language for describing resources with classes, properties and values,

it has no way of defining the class hierarchies, property hierarchies and property re-

strictions. RDF Schema is an extension of RDF that provides a vocabulary for defining

the application-specific vocabulary used by RDF. The resources described in a RDF

document can be seen as instantiations of definitions in a RDF Schema. A document

containing a combination of RDF and RDF Schema is called a RDF-S document.

OWL Ontology Web Language [Pulido et al., 2006] is an expressive ontology language

which addresses the limitations of pure RDF-S. OWL serves as an extension of RDF-S

and adds more vocabulary for describing properties and classes. The language provides

three increasingly expressive sub-languages designed for use by specific communities of

implementers and users:

1. OWL Lite supports those users primarily needing a classification hierarchy and

simple constraints. Compared with RDF-S it adds local range restrictions, ex-

istential restrictions, simple cardinality restrictions (only 0 or 1), equality, and

property characteristics (symmetric, transitive, inverse);

2. OWL DL supports those users who want the maximum expressiveness while re-

taining computational completeness (all conclusions are guaranteed to be com-

putable) and decidability (all computations will finish in finite time). OWL DL

adds full support for negation, disjunction, cardinality restrictions enumerations,

and value restrictions;

3. OWL Full is meant for users who want maximum expressiveness and the syntactic

freedom of RDF with no computational guarantees. For example a class can be

treated simultaneously as a collection of individuals and as an individual in its own
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right. It is unlikely that any reasoning software will be able to support complete

reasoning for every feature of OWL Full.

SWRL Semantic Web RuleML Language (SWRL) [Horrocks, 2011] is an extension of

OWL-DL which adds the expressive power of rules to OWL. SWRL enables Horn-like

rules [Gupta, 1999] to be combined with an OWL knowledge base. However, whereas

Horn rules have a conjunction of atomic formulas in the antecedent of the rule and

a single atomic formula in the consequent of the rule, SWRL allows any OWL class

description, property or individual assertion in both parts. Since SWRL combines the

full expressive power of function-free Horn logic with an expressive description logic

language, the key inferences tasks (e.g., satisfiability and entailment) are in general

undecidable for SWRL. Another rule language for the Semantic Web is F-Logic [Kifer

and Lausen, 1989]. Rules in F-Logic are similar to Horn rules, with the distinction that

besides atomic formulas, F-Logic rules also allow molecules in place of atomic formulas.

The main difference between SWRL and F-Logic is that in SWRL, the rule language

is seen as an extension of the ontology language OWL DL, whereas in the F-Logic

proposal, ontologies are modelled using rules.

2.1.4.3 OWL based Ontology

An OWL ontology is built up by three components: Classes, Properties, and Individuals.

These components are analogous to concepts, relations and instances, respectively. The

main components of an owl-based ontology are described as following:

Individuals: Individuals represent objects in the domain we are interested in and can

also referred to as instances of classes. It is important to note that OWL does not

use the Unique Name Assumption (UNA). This means that two different names

could actually refer to the same individual;

Properties: There are two types of properties: Object and data. The object properties

are the relation between two individuals, that is a property links an individual

to another. For example, the property hasDevice can link the two individuals

Ben and Mobile together. A property may be functional, symmetric or transitive.

If a property is functional there can be at most one individual that is related
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to the individual via the property. For example the property hasSoleOwner is a

functional property (you can only have one sole owner). A symmetric property

can be defined as follows: If individual A is related to individual B via property

P , then, if P is symmetric, B is also related to A via P . A transitive property can

be defined as follows: If individual A is related to individual B via property P ,

and B related to individual C via P - then, if P is transitive, A is related to C via

property P . The data properties are the relation between a individuals to literals

that characterises a certain trait of individual. For example, hasIPAddress is an

data property of a device and its value can be string of character that represents

an IP address of device;

Classes: OWL classes can be interpreted as sets containing individuals. They are

described using conditions that states precisely what requirements needs to be

in place in order for an individual to be a member of the class. Classes may

be organized in a superclass-subclass hierarchy, known as a taxonomy. Using a

reasoner, this taxonomy can be computed automatically;

Rules: Rules are considered to be a major issue in the further development of the

Semantic Web . They can be used in ontology languages, either in conjunction

with or as an alternative to description logic’s, to draw inferences, to express

constraints, to specify policies and/or to react to event/changes. With rules one

can express knowledge in the form of “if-then”.

2.1.5 Rule-based Reasoning

There exist many modes of formal reasoning but one of the most popular kinds is rule-

based reasoning [Bryant, 2009, Clark, 1988], which is an obvious choice to accommodate

home users in the HAN management with the help of inference rules. Rules basically

explicate the manner of performing reasoning, which are then used by the control sys-

tems within HAN to make intelligent decisions at the time of need. Assuming HAN

management system as an expert system, we can divide it into three main components

[Griffin and Lewis, 1989]: knowledge base, inference engine and working memory as

shown in Figure 2.6.
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An inference rule containing a set of premises (facts/evidences) and a conclusion, rep-

resents a presumed rationale behind a piece of knowledge in the knowledge-base. An

inference rule has two structural constituents [Poole, 1997]: antecedent and consequent.

Antecedent is the left-hand-side of the rule and it uses logical operators to combine

propositions in antecedent with the consequent of inference rule. Consequent is the

right-hand-side of the rule and specifies a sequence of actions. There exist three main

types of assertions for antecedents: conjunctive (AND), disjunctive (OR) and negative.

Rule

LHS
Antecedent

IF  ...  .THEN .
RHS

Consequent

Knowledge 
Base

Working 
Memory

Inference Engine

Pattern Matcher

Agenda / Conflict Set

Conflict Resolution

Execution

Facts Rules

Knowledge

Rules

Figure 2.6: An inference engine takes facts/evidences and rules and process them to infer
new knowledge using deductive reasoning.

In our research work, we used SWRL [Horrocks, 2011, Horrocks et al., 2004] to represent

inference rules; it only supports conjunctive antecedents and single action consequent.

Inference is a rule-based reasoning technique, which is widely adopted in the design

of rule-based intelligent systems and works with a semantic reasoner. A rule-based

semantic reasoner or more specifically an inference engine renders over knowledge and

rules specified in the knowledge base and draws conclusions for an intelligent HAN

management. We assumed that human provides basic knowledge facts and specifies the
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inference rules, and based on the given facts and HAN -specific knowledge, inference

engine can infer new knowledge and can also learn. It is important to note that SWRL

does not facilitate to update the existing knowledge in the knowledge base due to its

monotonic nature. Jess reasoner [Friedman-Hill, 2003, Laboratories, 2009], a rule based

inference engine performs forwarding chaining by default, which is based on deductive

reasoning. Inference engine implements the reasoning process by finding rules in the

knowledge base that correspond to the facts or data in the working memory. All rules

that match the current problem state (criteria) are selected into a conflict set (rules

to be executed). A single rule from the conflict set is selected and action part of the

selected rule is performed. It may result in changing the working memory and so does

the knowledge base if required in an ideal situation.

Typically, most of the formal logic systems adhere to the rules of classical reasoning [Sul-

livan, 2005] and monotonicity [Truszczynski, 1991] is one of major principles. It is a

reasoning property that states that new knowledge facts and rules added to the knowl-

edge base should be admissible and should not affect the state of previously added facts

and rules. However, to address the challenges of changing requirements and system

adaptability, we require a non-monotonic reasoning system [Egly and Tompits, 1997] in

the HAN management system so that the inferred knowledge should also be reflected

in the knowledge base. However, introducing a non-monotonic logical system in HAN

can induce many levels of other logical and semantic conflicts as well as inconsistencies

in the knowledge base. On the other side, a monotonic logical system loses its useful-

ness in the HAN management system otherwise. The literature indicates that there are

a number of successful attempts of using non-monotonic reasoning approach with the

combination of ontology-based knowledge systems [Antoniou, 2002, Esposito, 2007].

SWRL follows the monotonicity principle; hence, SWRL rules cannot be used directly

to modify existing information in the knowledge base. In HAN management system,

at the time of rule specification, knowledge rules can be very abstract, which makes

it quite difficult to analyse the conflicts with already specified rules. A conflict in the

inference rules can be caused by the presence of false premises, which can induce wrong

conclusions and rules may become in contradicting state to each other. However, this

problem is out of the scope this thesis and we mainly focused on the problem when

established premises are correct and inference rules still result in contradicting state,
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making the logical system inconsistent. It is important to understand the inference

conflict before we can discuss our solution strategy. When an inference engine encounters

several rules that match the working memory (triggering facts) but only one has to be

selected, is termed as an inference conflict. There are several strategies to resolve the

inference conflict [Sanborn, 1987], for example:

� Refraction: once the rule has been read, it is not used again;

� Recency: use the rule that has been used recently in such situation;

� Specificity: use the rule with the more specific condition (more facts);

� Priority: assign priority to rules (e.g., based on rank, utility, probability, cost,

etc.) and choose the one with the highest priority;

� Parallel: read all rules with separate lines of reasoning.

Firstly, it is important to note here that traditional inference conflict resolution strate-

gies focus on execution pattern of all selected rules, which is not as significant as the

execution of right inference rule only among the conflict set. Secondly, none of above

mentioned conflict resolution strategies address the problem of semantic conflicts. In

semantically conflicted rules, it may also be required to defer the execution of other

rules that may cause inconsistency or wrong inference in HAN management system.

Thirdly, this is a problem of reasoning with uncertainty (predicting which rule is most

appropriate for execution). Therefore we emphasize developing a conflict resolution

strategy that first learns the context and then helps in selecting an appropriate infer-

ence rule for execution from the conflict set using some intelligent way for reasoning with

uncertainty. Most of the conflict resolution strategies mentioned above are impractical

in this scenario, e.g., refraction and recency may cause execution of a non significant

rule, which may lead to wrong inference state. Similarly, parallel execution may cause

contradicting state of working memory and knowledge base in non-monotonic logical

system. The priority-based strategy has some potential but it may not work in complex

situations, e.g., when both rules have equal priority.
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2.2 State of the Art

In this section, we review the work that has been done in the area of user-centric HAN

management using policies and use of semantics for HAN network management and

policy processing. The research challenges that we want to address are:

1. Framework blueprint for User-centric Policy-based HAN Management;

2. Involving user in HAN network management process;

3. Taking user requirements in the form of policies;

4. Transforming user policies to network configurations with the help of semantics;

5. Retrieval of policy semantics from HAN system semantic model;

6. Mapping of policy semantics from one level of HAN system to another level;

7. Making user as part of HAN control loop;

8. Resolving semantic conflicts caused by user defined rules

The use of policies and semantics in home area network management is described to

present the state of the art and changing trends in HAN.

2.2.1 User-Centric Home Network Management Using Policies

In last decade, convergence of network enabled devices and complex network services

have changed the traditional view of home area networks (HANs). Home area networks

have evolved to become complex networks; however, available management tools are

still primitive [Sventek et al., 2011]. A study conducted to review HAN management

tools [Yang and Edwards, 2010] showed that the tools provided by vendors (of devices

used in HAN ) have enormous usability problems. The current monitoring tools have

limited device management features, which mostly can not be customized to meet users’

requirements. A similar study [Grinter et al., 2009] is conducted in the US and the UK to

identify complexities that HAN users face when setting up their network infrastructure.

The study elicited some major requirements for new management tools with the radical

reconsideration of current management issues in HANs. Recent research developments
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are aiming to realise the vision of smart home networks in next decade. However, most

of the current attempts for well connected home networks are still far behind a reality.

Many of the proposed approaches [Chetana Sarode, 2012, Gaul and Ziefle, 2009, Meyer

and Rakotonirainy, 2003] lack substantial user involvement in their proposed solutions.

Editing Tool Policy Editor Storage

ACPL

Autonomic Manager

S E

M

PA

EK

Managed Resource

S E

Retrieve State Perform Operation

ACPL = Autonomic Computing Policy Language

S = Sensor

E = Effector

M = Monitor

A = Analyze

P = Plan

E = Execute

K = Knowledge

Figure 2.7: Policy Management for Autonomic Computing (PMAC) abstract model for
creating and enforcing policies and automating these business scenarios. PMAC runs on
observations collected from different sources to achieve high-level business objectives by
accomplishing system goals dynamically.

These management systems (lacking fine grained user control) most of the time tend

to make decisions on the behalf of home users, some times disregarding the actual

requirements [Brennan et al., 2009, Han and Lim, 2010, Liu et al., 2006, Park et al.,

2006], which results in losing viability in typical smart management scenarios. Hence

these systems also become inadequate to adapt to changing user requirements.

As described in $2.1.3, Policy-based Network Management (PBNM) is a promising

technique that is widely accepted and is being used in enterprise networks [Verma et al.,

2001]. The use of policies in HANs is at a very preliminary stage, mostly focusing on

network access control and some network quality features. There are some proposals for

user-centric HAN management using policies [Sventek et al., 2011], but most techniques

are in the incubation phase.

Autonomic computing is integral part of PBNM [Westerinen et al., 2001]. In an auto-
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nomic policy-based network, one controlling element in the network must be capable

of autonomic computing, however, it is not an appropriate criterion to classify a net-

work as an autonomic. Many strategies have been suggested by researchers for self-

managing networks, most noticeable work model in autonomic PBNM is PMAC [ibm,

2005] (as shown in Figure 2.7). The Policy-based Management for Autonomic Com-

puting (PMAC) is an abstract middleware platform, which determines behaviour of

managed systems and guides the managed resources to follow appropriate rules. The

managed resources are configured dynamically to achieve the certain network goals

and to make working environment adaptive. Agrawal et al. [2005] also defines an-

other abstract policy middleware architecture that uses a concrete information model

to specify the semantics of policy operations. The used information model is based on

CIM [de Vergara et al., 2005] defined by DMTF policy working group.

There have been quite recent attempts to simplify the process of HAN management

for ordinary home network users. Pediaditakis et al. [2012b] propose a management

framework for home networks that uses “comic strip” story styled policy specification.

This approach succeeds in abstracting HAN complexity and holds great potential for

the future but it does not address the challenges of semantics computation for the ab-

stract concepts that are familiar to the ordinary home network users. The same authors

proposed a policy-based configuration service [Pediaditakis et al., 2012a] for home man-

agement, which potentially facilitates the development of new user-centric management

services for home networks. The configuration service works on a model that provides

higher level views of home network to user to control network behaviour. However, the

employed model does not elucidate the process of correlating the HAN system with

users. Another policy-based service management framework is proposed by Brennan

et al. [2009] for the management of end-to-end communications services in federated

HAN ; however the architecture does not focus on automating the configuration process

within a single HAN environment. Other similar HAN management issues are ad-

dressed in [Bae et al., 2003, Berl et al., 2009, Bertran et al., 2009, Fallon and OSullivan,

2012, Ricquebourg et al., 2006, Siddiqui et al., 2009] but they also do not address user

requirements or seek to engage non-technical users in controlling the HAN systems.
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2.2.2 Semantic-Aware Network Management Using Policies

The use of semantics in managing networks is quite new [Löpez De Vergara et al.,

2009]. The semantic technologies [W3C, 2004] have played a vital role in abstracting

the details and lessening the gap between humans and complex network systems. With

the help of semantics, the HAN management systems and underneath technologies can

become more understandable to ordinary HAN users and in near future, they can also

be in a position to help controlling their home systems without requiring them to know

the details and complexity of underneath managing systems. However, establishing an

accurate user-driven control system as a part of HAN management system (that can

take intelligent decisions) is extremely challenging. However, the use of semantics in

managing networks is quite new [Fallon and O’Sullivan, 2014, Löpez De Vergara et al.,

2009] and to the best our knowledge, no semantic work has been done yet to manage

HANs using network monitoring data. However, there is fairly sizeable of work on

semantics in other network domains. Semantics have been applied to monitoring end-

to-end services [Keeney et al., 2011], analysis of network payloads [Krueger et al., 2011]

and the management of network infrastructure [Xiao and Xu, 2006]. Some papers also

discuss techniques to use semantics in ontological [Tran et al., 2007] and non-ontological

forms [Krueger et al., 2011] but OWL-based semantic models are more prevalent having

been used extensively for analysing online social networks [Ereteo et al., 2009] and

underlying network infrastructure [Fuentes et al., 2006, Yang and Chang, 2011].

The vision of semantic-aware policy engineering provided by Lewis et al. [2005] has been

manifested in many forms in recent attempts (e.g., [Löpez De Vergara et al., 2009]). On

similar lines, Strassner et al. [2009b] proposes a technique to use context-aware policies

and ontologies to facilitate business-aware network management. Ontology-based ap-

proaches are also used for policy specification [Nejdl et al., 2005], anomaly analysis [Hu

et al., 2011] and refinement [Guerrero et al., 2006] and translation. However, little work

has been done in the field of semantic-driven policy processing in terms of generating

events and selecting related policies based on semantics of network flow data. The

articles [Kodeswaran et al., 2011, 2007] propose a packet level semantic tagging frame-

work that enables intermediary routers in the network to reason over semantic tags

to retrieve related policies but the framework is designed for the refined semantics of

packet level data. We want to use a similar approach for semantic information retrieval
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Figure 2.8: Goal-based approach for policy refinement using the domain experts’ knowl-
edge to select and refine the goals using the expert-defined support and refinement models.

that is described in articles [Fernandez et al., 2011, Tran et al., 2007] but we require a

more sophisticated approach to search the semantics and integrate operational param-

eters to address the problems at hand: the scoping of search and complex hierarchy of

information retrieval.

Many policy translation techniques and approaches have been proposed and developed

by researchers. However most of the techniques focus on the syntactical translation

without explicit consideration of policy semantics [Kaviani et al., 2007]. Some of the

techniques that use semantic models for policy translation are abstractly defined. Most

of research work done in this area can be divided into several categories; most prominent

are: template-based, classification-based, ontology-based, model-based and goal-based

translation. The work presented by Trastour et al. [2009] is domain specific–it attempts

to explain an automated planning-based approach to manage the change requests in

Information and Technology systems. Klie et al. [2007] and Davy et al. [2006b] present

model-based automated policy translation techniques for service composition and con-

flict analysis, respectively. The POWER prototype [Mont et al., 2000] is a template-

based technique that requires significant interaction and system knowledge from a hu-
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man operator to set up the refinement templates. The goal-based techniques for policy

translation [Bandara et al., 2004, Rubio-Loyola et al., 2006] use event calculus and tem-

poral logic in conjunction with abductive reasoning techniques to derive sequence of

operations to achieve a desired goal. The goal-based approach, depicted in Figure 2.8,

is extremely manual and requires domain expert knowledge. The classification-based

policy translation approach also requires system administrators or experts to use do-

main knowledge to implicitly map bounds of lower-level metrics such that the high-level

performance goals are met. The multi-layer policy translation approach [Porto de Albu-

querque et al., 2005] addresses the network security domain. The model driven approach

for the policy refinement is used for policy conflict analysis technique defined by Davy

et al. [2006b]; the proposed model mainly focused on conflict analysis and prevention

techniques. The automated policy decomposition [Su et al., 2005] defined a technique

for resource management in distributed systems. The expertise knowledge-based policy

translation approach [Rochaeli and Eckert, 2007] uses automated work flow for policy

translation process supported by the domain expert knowledge. The ontology-based

policy refinement model [Guerrero et al., 2006] uses a semantic manager that works

with system ontologies and policies defined at different abstraction levels for policy

refinement.

2.2.3 User Driven Semantic Conflict Resolution in Inference Rule

By taking home user inputs (as governing rules) in the HAN control loop may increase

viability of a system in practical manner but it also increases the chances of imprecise

knowledge flow if rules are logically inaccurate and can lead erroneous system behaviour

if not handled properly. Even if user defined rules are logically sound, there can be

situations where two independent rules may end up in a conflict because of run-time

system parameters. Such situations can also occur if control system relies on the input

of faulty devices or systems. Under these circumstances, conflicts in decision control

systems are inevitable. For rule based management within a HAN, Chen et al. [2008]

propose an event calculus-based logical framework for behaviour reasoning leading to

personalised just-in-time behaviour assistance within a smart home. The concepts of

a compound action and its hierarchical construction mechanism enable the managing

systems to incorporate activities of daily living heuristics and users profiles and hence
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achieve a degree of personalised assistance. The approach avoids the assumptions of

users rationality and the time-consuming planning processes of traditional approaches.

For rule processing and conflict resolution, Mei and Paslaru [2005] present a comparison

of rule engines Jess reasoner [Friedman-Hill, 2003, Laboratories, 2009] and Seseme to

solve the problem of undecidability of SWRL rules; the authors found that SWRL in

Sesame is more flexible compared to Jess, however, SWRL in Jess addresses the im-

plementation of OWL semantics directly. Calero et al. [2011] show the necessity of a

new expressiveness extension to SWRL language for non-monotonic reasoning. Such an

extension is aimed to define rules, which could contain a Not-Exists quantifier which

enables to ask about the non-existence of facts in the knowledge base or remove knowl-

edge from it. Same authors presented a common taxonomy of semantic conflicts in

ontology in an earlier article by Calero et al. [2010]. From the list of semantic conflicts,

the article pays special attention to four types that can be considered as more usual

when dealing with advanced information systems: conflict of interests, self-management

conflict, conflict of duties, and multiple-managers conflict. Then, five different strate-

gies for conflict detection are presented to the reader and exemplified using a realistic

conflict of interests scenario. Hicks [2007] propose the “No Inference Engine Theory”

(NIET) for rule-based systems designed for conflict resolution in the operation of an

inference engine. The author described the NIET application as the resulting devel-

opment environment for performing conflict resolution while eliminating the inference

engine and using propositional logic; however, this approach is not feasible in many

traditional rule-based reasoning systems. [Yuan et al., 2012] propose to use a secondary

inference engine in the presence of the primary, which finds and solves the conflict using

priority and matching degree criteria. However, this solution is not practically feasible;

moreover, the proposed solution does not solve the issue of conflicting rules of equal

importance. Hantry et al. [2011] propose a temporal logic based conflict solver that

uses unit rule propagation method combining watcher and classical conflict learning

techniques. Linear temporal logic is used with disjunctive and negation operator, how-

ever, SWRL only supports conjunctive operators. Another powerful conflict resolution

strategy is put forward by Bikakis et al. [2011] that uses the simplest form of defeasible

logic using preference ranks of inference rules. We work on a similar idea but in our

technique, the preference ranks are dynamically set and they may change with time for

every rule.
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For uncertain inference rule processing, Nickles and Sottara [2009] present a short sur-

vey of prominent approaches to rule frameworks and formal rule languages for the

representation of and reasoning with various kinds of uncertain, imprecise or ambigu-

ous information. The survey mainly focuses on probabilistic approaches. Heckerman

and Shortliffe [1992] argue that the belief-network (probabilistic models) representation

has overcome many of the limitations of the certainty factor model, and provides a

promising approach to the practical construction of expert systems. Peng et al. [2010]

presents work on Bayesian network belief update with uncertain evidences. They define

two types of uncertain evidences: the virtual evidence and soft evidence. The virtual

given as a likelihood ratio, represents uncertainty one has for an observation. The soft

evidence, given as a distribution over one or more variables, represents the uncertainty

of an event one is observing and it requires the distribution be preserved in the up-

dated Bayesian Network. Wlodarczyk et al. [2010] presents SWRL-F as an extension

to SWRL that allows constructing fuzzy rules using lexical variables described it OWL-

based ontology. It provides a general design that is based on fuzzy control system

approach and together with proper construction of SWRL-F ontology that allows to

avoid conflicts between Fuzzy logic and Description Logic in the ontology. However,

the SWRL-F API is not yet available for experiments. The relevant work done in the

domain of uncertainty measurement (entropy) of inference rules are presented by Wise

[1986], Wise and Henrion [1985], Wise et al. [1987] from mid to late 80‘s. In these arti-

cles, the author proposed a framework for comparing uncertain inference systems (UIS)

to probability, and presented his results based on the evaluation of only one uncertain

rule. Another related but quite recent work published by Wasserkrug et al. [2012] that

proposes a probabilistic technique to resolve uncertain inference rule. The article covers

an abstract description of technique, and event and rule models.

2.3 Summary

In this chapter, we have provided a brief but significant background to Home Area

Network, Network Management concepts, Policy-based Network Management and Se-

mantic technologies. We also explained state of the art related to the research challenges

that we addressed in this thesis. Social and technical advances in communication tech-

nology and the rapid growth of the web have strained modern-day HANs [Edwards
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et al., 2011]. Due to ongoing change in our social behaviour towards technology and

technical advancement, which is now very much part of our daily life and homes, have

made our work more challenging. The increasing complexity of underlying network in-

frastructure has not only put HAN users in a challenging position but has also raised

many vulnerability risks [Poole et al., 2009a]. There are some mediums available to

monitor and control networks, e.g., WireShark1; however, the expertise level required

to use these puts them beyond the access of an ordinary HAN user. In short, the

diversity of operational scenarios, time and cost constraints, and technical complexity

are making HAN management more difficult than ever. The literature review helped

us formulating following assumptions and designing our research methodology:

1. Most of the proposed approaches for autonomic HAN management lack substan-

tial non-expert user involvement in their proposed solutions;

2. There exists no formal processes or standards on how to get non-expert users

involved in HAN management process.

An optimal solution so far is to use policies to automate HAN management tasks.

Monitoring and control are key components of any autonomic system [Strassner, 2009].

Ideally, a monitoring process should be context-aware to understand the dynamics and

semantic technologies [W3C, 2004] can help to leverage the context by highlighting

valuable information about network events. By and large, available monitoring tools

and techniques provide information of limited value [Scheirer and Chuah, 2008] to an

ordinary HAN user. In this thesis, we aim to develop a framework and techniques for

user-centric HAN management using semantic-driven policies. The research method-

ology is empirical and rigorous. A repetitive and incremental approach is adapted

for experimentation. We started our research by surveying HAN management issues

and experimenting with the use of policies in a test-bed. A preliminary framework

is proposed and initial results led us to work on development of techniques for policy

translation using semantic model. We expanded and refined the framework by involv-

ing HAN user in HAN management control loop [Kielthy et al., 2010] and developed

techniques for the semantic uplifting and enrichment. Lastly, we developed techniques

to build HAN user driven robust HAN management decision system.

1http://www.wireshark.org/
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Chapter 3

HANmanager Framework

In this chapter we provide a detailed description of our proposed home area network

(HAN ) management framework, which we call HANmanager. The framework uses

semantic technologies to construct a dynamic model around the HAN domain to imple-

ment users’ preferences for how devices and services are managed and accessed. This

chapter gives an insight into all of the main components that constitute the framework

and also describes other components that are minimally developed but are significant

for proper functioning of framework. The components are described in a chronological

manner based on the order of their operations.

This chapter is structured as follows: §3.1 outlines our HAN domain model; §3.2

presents an overview of HANmanager ; §3.3 describes the components of the framework;

In §3.4 and §3.5, we propose a deployment architecture and describe the employed test-

bed for the implementation of framework; and §3.6 presents the analysis, future work

related to the framework and finally, makes a conclusion for this chapter.

3.1 HAN Domain Ontology

Ontology is most prevalent semantic representation technique as it provides (a) vocab-

ulary, (b) taxonomy, and (c) a complex semantic network. An ontology development

methodology comprises a set of established principles, processes, practices, methods,

and activities used to design, construct, evaluate, and deploy ontologies. Several such

methodologies have been reported in the literature (as discussed in Chapter 2). One
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Figure 3.1: HAN Domain Entity Graph - showing entities related to “user-view” (green),
“network-view” (blue), “device-view” (orange) and policy model(lilac).

example is the simple methodology proposed by Noy and McGuinness [2001] to start

development by defining the domain scope and class hierarchy. Others advise specific

ontology development processes such as the one proposed by van der Vet and Mars

[1998] for bottom-up construction of ontologies. Model Driven Development (MDD)

is being constructed in parallel with the Semantic Web [Selic et al., 2006]. The MDD

approach to software development suggests that one should first develop a model of the

system under study, which is then transformed into the real domain. The most impor-

tant research initiative in this area is the Model Driven Architecture (MDA) [Kleppe

et al., 2003], which is being developed under the umbrella of the Object Management

Group (OMG)1.

We used basic MDA elements to construct our HAN domain ontology and HAN man-

agement framework. OWL-DL is employed to construct a domain model of a typical

(HAN ). Our HAN domain model assigns enriched semantics to the entities belonging

to different sub-domains; it also defines that how the entities in a sub-domain of HAN

(e.g., service, ports, protocols, devices) are related to other sub-domain entities in HAN

(e.g., applications, users). Different entities/concepts involved in HAN are shown in
1http://www.omg.org/
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Figure 3.2: Relationship among different but related entities of “user view”, “network
view” and “device view”.

Figure 3.1. The links among the real world and HAN system entities/concepts are

discovered at ontology design time by determining how concepts within the domains or

sub-domains coexist and are related to each other. The domain model also provides an

articulation of the meaning behind entities with the help of other entities in different

functional layers of HAN domain (e.g., an IP address of a device connected the HAN

can be related to a user in real world hence the IP address is represents a proxy for

the user). Therefore, a domain model acts as a formalised context behind the nature

of the entities in different layers/sub-domains, which otherwise may stay unconnected.

Model-driven architecture is most optimal choice that focuses on the use of models as

the central artefact in the development of any complex system, providing a hierarchy

of models with the purpose of separating the entities.

Therefore to deal with the complexity of the HAN domain, it is divided into three sub-

domains/layers: “user view”, “network view” and “device view” (as shown in Figure 3.2).

The “user view” has the entities that are closely related to the real world, which are

abstract in nature with respect to the network system and exist at the higher level of

HAN domain. Precisely, these are the entities that are more closer and meaningful

to the HAN users. The “network view” and “device view” have (operational) entities

that are related to the network systems and gateway device respectively, which are

concrete (less abstract) in nature with respect to HAN system and exist at lower levels
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Figure 3.3: HAN Domain Ontology Concepts Graph: showing the interconnections of
entities across the three sub-domains of HAN.: “user view”, “network view”, and “device
view”. This ontology concept graph instance is based on a scenario that assigns highest
priority to the traffic generated by a guest HAN user.

of HAN. An ontological approach within the context of the HAN domain can provide

the necessary depth in developing and consorting these three sub-domain models within

the HAN.

The HAN domain ontology establishes a conceptual model that describes the entities,

their attributes, properties and relationships, and the constraints that govern the in-

tegrity of entities. The domain ontology contains the relationships among all different

entities including the constraints within the scope of the HAN domain. The ontology-

based structuring and abstraction help to maintain the complexity and integrity of the

HAN domain model. Layering the HAN entities also simplifies the design, eases scoping

the search and gives more visibility to inter-domain relationships. The scope of search

can limit itself to select specific views of the domain model to improve efficiency (e.g.,

selection of “user view” entities for user policy specification). The associative seman-

tics of the ontological entities are defined in terms of associations with other entities,

thus these associative semantics are closely connotative semantics [Leech, 1974]. The

“user view” has the entities that closely mirror users’ perception of the structure and

operation of the HAN. The “network view” and “device view” have (operational) entities

that are related to the network system and gateway device respectively (as shown in

Figure 3.3).

Using these ontological concepts, the network related preferences of users can also be
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Figure 3.4: Policy Model - Showing the structure of policy framework that is used as
a meta model to retrieve policy related semantics for the HAN domain entities. In the
diagram, a user preference is saved in the policy model in the form of a declarative policy
rule using the “user view” entities of HAN domain ontology.

saved in the ontology in the form of abstract rules. To deal with the user rules, a policy

model is also incorporated in the HAN domain ontology; it uses the “user view” entities

to specify user defined rules (as shown in Figure 3.4). For example, consider following

policy rule:

Guest(?x) ^ isPresent(?x, true) -> hasPriority(?x, ‘‘High’’)

... R0

This user rule R0 implicitly says that all the traffic flows generated by a guest user

get high priority, provided the guest is present in the home. In this rule, Guest is an

managed event entity (that signifies that network activity related to the entity Guest

is monitored actively by HANmanager); isPresent(?x, true) is a condition clause

(where isPresent is a condition variable/property and true is a condition value); and

hasPriority(?x, ‘‘High’’) is an action clause (where hasPriority is a action vari-

able/property and High is a action value). When a home network user specifies its net-

work related preferences, the user’s preferences are decoded and the parsed constituents

are saved in the policy model as event, condition and action as shown in Figure 3.4. The

policy information model acts as a meta-model for the HAN domain model to classify
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domain entities and their properties into the event-condition-action classification. The

meta-data about the HAN domain entities also helps the HANmanager components

use HAN domain entities in different ways, e.g., user rule specification, translation of

user rules to different rule formats.

3.2 HANmanager Overview

In this section, we describe constituent components of the HANmanager framework and

specify the methods for realisation of management control loop as described in [Jen-

nings et al., 2007, Kielthy et al., 2010] for HAN. The HANmanager provides a flexible

mechanism to manage network resources and services without requiring the HAN users

to understand details of their networks. It not only offers an intelligent and convenient

approach to the network resources requirements but also offers a mechanism to manage

requirements related to HAN users, e.g., giving high priority or access to certain HAN

user, which makes HANmanager unique from other available approaches that signif-

icantly lack human-centric network management features. Along with other benefits

of the framework, e.g., increase in quality of service, efficiency, adaptability, coherent

network behaviour, and flexibility, it mainly imparts ease of use to perform different

network management operations (performance, configuration, security and quality of

service) in order to achieve HAN users requirements. It simplifies the management

tasks for ordinary HAN users by abstracting network system configurations with the

help of semantic models [Antoniou and van Harmelen, 2003] and helps in managing

network behaviour as per the requirements in the form of policies [R. Yavatkar, 1999].

Recalling the HAN management challenges and requirements from Chapter 1 (§ 1.1),

the HANmanager offers a promising solution for managing HAN by taking into ac-

count of HAN management issues described in Chapter 2. With the help of semantic

models, the HANmanager can give more visibility to the network operations and un-

derstanding to the network monitoring data, which could highlight troubling issues, for

example blocking an unknown device or malicious application that is trying accessing

the network.
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Figure 3.5: User-Centric, Policy-based HAN Management System: a semi-automated
approach to manage and control home devices, applications and systems through system
policies that are translated to network configurations. The figure shows the main com-
ponents of the HANmanager, depicting the control loop with blue arrows. With the help
of appropriate interfaces, a HAN user can define system rules; devices and services are
monitored and significant data is collected from them; collected data is further processed
and enriched semantically; and based on the semantics of data, related policy rules are
applied to the system to control HAN system. The orange coloured subunits of framework
are the plug-and-play third-party components.

Via intuitive user-centric management interfaces (visual, voice or graphical), HAN users

can supply high-level information and requirements related to HAN, for example the
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names of users and devices, whether guests are present in the home, does a guest

get access to internet, what application gets more bandwidth and what rooms certain

applications can be accessed in and by whom.

The network flows data is semantically enriched by analysing its semantics and dy-

namically linking to instances of user importance (relevant to user preferences) in the

domain ontology (that represents HAN domain model). The inferred linkages are deter-

mined using inference rules contained in the ontology, which take into consideration the

contextual information and may also produce new knowledge. The inferred knowledge

helps the HANmanager triggering system policies (semantic interpretations of user pref-

erences in the form of HANmanager rules). To trigger system policies, related policy

events are fired and execution process is initiated at a Policy Decision Point, causing

reconfiguration of networking devices, applications and services in order to ensure that

users preferences are consistently met. Flexibility to adapt to changing requirements is

one of the most significant features of HANmanager as it can be modified by:

� the home network user, by reflecting new concepts in the “user view”;

� the network equipment by introducing new features, or relationships to “user view”

concepts; and

� the terminal devices by bringing new terms of raw data for inference.

With in the HANmanager system, user requirements can be expressed using formal

rule-based expressions [Bonatti et al., 2009] supported by many policy languages [Tonti

et al., 2003]. Since user requirements can be abstracted from the HANmanager per-

spective, a declarative policy [Hinrichs et al., 2009] is most appropriate choice to express

user requirements in a semi formal format. If user requirements are specified using a

declarative policy language, the policies are mostly translated to an executable form to

enforce them on the network. The semantic models can assist the translation process

of policies as discussed by Bonatti et al. [2009].

Figure 3.5 shows the different functional components of HANmanager. The semantic

manager is core component that is the prime focus of the research work presented in

this thesis. The semantic manager supplies semantics to different network data flows

and ontology inferred data, and establishes connections among different network data
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elements to provide more visibility to different interrelated parts of the HAN system.

The semantic information can be utilised in lots of different ways, for example, mak-

ing the network base-view data more understandable to HAN users by connecting user

related data to network related data and vice a verse. Other components of HAN-

manager are either partially developed or taken off-the-shelf. Essentially, the semantic

manager is required to provide an interpretation to different network data flows to cap-

ture significant network events that are related to HAN users requirements and assist

the HANmanager for enforcing those requirements on the network. For example, the

HANmanager may infer that an unknown device attempting to send traffic through the

gateway router belongs to a guest in the home that HAN user has indicated is visiting

during a weekend and so may automatically configure the router to allow traffic from

that device. Thus, the HANmanager balances the trade off between fine-grained man-

agement versus the benefits of providing users with an intuitive and abstracted view of

the network management process.

3.3 Framework Components

This section describes different components of the framework architecture. In Figure 3.5,

we have highlighted some the components that are main contributions of this thesis.

However, other components are equally important but they are minimally developed

and defined to explain their role with in the scope of the proposed framework. In the

current implementation of our framework, we attempted to define and develop informa-

tion visualiser, policy editor, knowledge editor, event listener, data processor, semantic

manager and policy translator. However, the primary and contributory component of

the framework is the semantic manager, which is comprehensively defined and devel-

oped. In this chapter, we also explain policy selector that is developed in the previous

implementation of our framework but it is replaced by a third party policy system in

the final version of the framework.

3.3.1 Information Visualiser

Monitoring and controlling are key components of any autonomic system [Strassner,

2009]. Analysis of monitoring data should highlight valuable information about network
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events that are significant to HAN users. Typically, available monitoring tools and

techniques use syntax-based data analysis techniques that provide information of limited

value [Scheirer and Chuah, 2008] to an ordinary HAN user. In contrast, semantic-

based analysis not only makes data interpretation more meaningful but can also help

in managing different network events. The information visualiser provides a basic

mechanism to visualise semantically uplifted high-level monitoring information and also

suggests points of improvement in HAN system to bring additional value to the end

user.

The first step is meaningful interpretation of network flows and then management of

network by using useful bits of information extracted from monitored data packets.

The information visualiser also enables the HAN users to select a monitoring view

under a certain semantic attribute combining the semantically uplifted information and

related low level information gathered from the raw monitoring data, e.g., internet

access timings for a particular user. The information visualiser can also work as an

alert based system for the HAN users.

3.3.2 Policy Editor

Home users need to be able to configure and dimension their networking equipment

and devices to ensure that services operate as expected. There are many approaches

for interfacing the HAN users with HAN system and many advanced user interfaces

(voice-based, zero-input, natural language-based, touch screen) are trying to have a

breakthrough [Schaffer and Minge, 2012]. However, human-centric interfaces provide

additional value any such interfaces. The policy editor is an intuitive and interactive

web-based tool used for specifying user preferences related to the behaviour of home

network. The user preferences are high-level requirements to manage and control home

networks. From the network point of view, these user preferences are abstract declar-

ative policies that are related to “user-view” entities in the HAN domain model. The

“user-view” entities abstracts the network system and lessens the underlying complexity

of managing the HAN system for HAN users. Users can define their network related

requirements via policy editor that might be highlighted by the information visualiser,

without requiring to understand the HAN system completely.
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Policies impose behavioural restrictions on properties of the HAN system. For an on-

tological description of policies these restrictions have to be expressed in an underlying

knowledge representation of domain. This way stakeholders of HAN system can de-

scribe their requirements with respect to a common ontology in terms of meaningful

concepts and relations without requiring to know how HAN system works. By refer-

ring to common domain ontology, the usage of an agreed terminology is assured. One

substantive way of representing these user-defined policies is to define them in a rule

based expression such as Event-Condition-Action (ECA) format1. The ECA format is

an instinctive way of specifying declarative policies. The policy editor can use “user-

view” entities as potential network event related entities and their properties for the

specification of potential conditions and required actions. For example, consider the

following policy rule:

if User.hasName == “Ben′′ then

User.hasPriority = High

end if

This policy rule says that all the network flows generated by a user, whose name is

“Ben”, get high priority (over the other network flows generated by other users). In this

rule, User is a an event entity (that means any network flow related to entity User is

monitored actively by the system at the high level, also keep in mind that User entity

is not cognized yet by the system at the low level), hasName==‘‘Ben’’ is a condition

clause (where hasName is condition variable/property and Ben is condition value) and

hasPriority = High is an action clause (where hasPriority is action variable/prop-

erty and High is action value). The specified rules can be translated into any other

ECA format supporting policy language using a standard policy information model as

an interlingua.

The policy editor provides an intuitive and interactive medium used for specifying user

preferences related to the behaviour of the home network. The user preferences are high-

level network rules that specify how to manage network users, devices and service. Thus,

the user can specify “what needs to be done” by the HAN system without requiring them
1http://ruleml.org/reaction/eca/
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to understand and specify “how it needs to be done”. In the HANmanager, these high-

level rules are added to the HAN domain ontology as abstract declarative rules that

are based on “user-view” entities. A semantics-driven information visualiser can also

suggest some improvements into the HAN system after further analysis of semantically

enriched inferred data,however, it is out of the scope of this thesis.

3.3.3 Policy Deployment

The policy deployment component has three main roles in the HANmanager: (i) deploy-

ment of the user policy rules; (ii) translation of user policy rules (that are declarative)

for the policy system (also referred as PDP - Policy Decision Point — see §3.3.10 for

more details) in the form of system policy rules (that are executable); and(iii) configu-

ration of the data processor (see §3.3.6) to capture only managed events that are related

to user preferences. When a user specifies the preferences using the policy editor (see

§3.3.2), the policy deployment decodes them using the policy model in HAN domain

ontology and generates an equivalent event-condition-action rule representation. With

the help of the semantic manager(see §3.3.7), the semantics of abstract managed events

(that retrieved from the user policy rules) are further refined to a form, which is intelli-

gible to the HANmanager. To process user policy rules, a third-party policy system is

used and the user policy rules are translated using the ontology to a policy system (see

§3.3.10) specific format. The translated policies are called as system policies that are

deployed in the policy system. This component is minimally developed as part of the

HANmanager.

3.3.4 Knowledge Editor

Ideally, an autonomic HAN system should be self-learning but there are certain types

of knowledge, where user input is indispensable. The knowledge editor is a user-centric

management interface through which a home user can supply high-level information

about the HAN system, for example the names of users and devices, whether guests

are present in the home, and what rooms certain services can be accessed in and by

whom. The knowledge editor is very similar to the policy editor ; however, the purpose

of its use is different. With the help of the knowledge editor, HAN user can add new
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knowledge about the “user view” entities or instances. The nature of knowledge can

be simple addition or change in characteristic, behavioural or relational property of an

entity or of its instance. We can generally classify knowledge rules into three categories:

1. reclassification knowledge;

2. characteristic knowledge;

3. behavioural knowledge.

The specified knowledge is either specific about an instance of an entity or can be

general relating to an entity (meaning for all of its instances) but we deal with only

concrete knowledge (containing information about instances that is made available af-

ter reasoning over the knowledge rules). The general form of knowledge further goes

through processing/inference and new knowledge of specific nature is produced with the

help of reasoners. The specified knowledge rules are saved in the HAN domain model

and once they are reasoned over, the resulting changes are monitored closely to capture

information related to managed events.

3.3.5 Event Listener

In addition to low-level data monitoring, HANmanager also needs to monitor the HAN

domain model for high-level monitoring data. Any change in the HAN domain model

is considered potentially a network event. The event listener takes all the changes in

the HAN domain model after the reasoning over the knowledge rules and each piece of

information is analysed according to its category. We observe that broadly there can be

three types of changes in the HAN domain model: reclassification, characteristic or be-

havioural change. Reclassification is a change that reclassifies an entity under different

entity group, e.g., putting a device under unknown category. The characteristic change

is related to the modification of a data property of an entity, e.g., changing current

location of user. The behavioural change is related alteration in the object property of

an entity, e.g., change of ownership of a device to another user. For any change, the

target entity and its value are cleaved for further analysis. All of the three types of

HAN model changes can result in different sort of inferred knowledge. In case of reclas-

sification change, the name of reclassified entity is to be examined. For characteristic or
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behavioural knowledge change, the name of property/variable that has been changed is

to be taken out along with its value for analysis and processing. The retrieved informa-

tion is imparted to the semantic manager to get the semantics of inferred information.

This component is minimally developed as part of the HANmanager.

3.3.6 Data Processor

The data processor retrieves monitoring data from the gateway device (i.e. router). The

retrieved information comprises low-level details of HAN activity. The data processor

parses the monitoring data and gets the key-value pairs of filtered data (FDEs) that

characterises a potential network event, e.g., a device or user accessing the Internet;

however, filtered data represents only low-level information. The filtered monitoring

data is ported to the semantic manager (see §3.3.7) for semantic enrichment. Many

different approaches are proposed to deal with diverse data formats from different data

sources [Sakka et al., 2012, Sventek et al., 2011] but this issue is out of the scope of

this thesis. In our framework, we assumed that context of monitoring data is known

but the semantics of monitoring data are unknown. That means that data processor

knows what is being monitored and what is the source of data. One way to achieve it

is through knowing what needs to be monitored from user-defined policies especially by

analysing the abstract events in the user-defined policies. The semantics of monitored

data are retrieved through semantic manager.

3.3.7 Semantic Manager

The semantic manager is core to the HANmanager. It enriches the semantics inferred

data by mapping it to the ontological concepts in the HAN domain. Initial mappings

of data to the ontology provides primitive semantics, which are further extended for

detailed and enriched semantics. To fetch the primitive semantics of network flow

data, the semantic manager uses the HAN domain ontology. A network flow can be

monitoring data collected from gateway or inferred data collected from HAN domain

ontology after the reasoning.

For the inferred data, the semantic manager monitors the HAN domain ontology

changes retrieved after the reasoning. Any change in the HAN domain ontology is
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considered potentially a network event. It processes all the changes in the HAN do-

main ontology after the reasoning over the knowledge rules. As discussed earlier in

$3.3.4, there can be three types of changes in the HAN domain ontology: reclassifica-

tion change, characteristic change or behavioural change. Each type of change can be a

potential managed event. The semantic manager enriches the semantics of the poten-

tial managed event by retrieving related concepts and creates a semantic graph. The

entities in the HAN domain ontology can be linked to each other in many different ways

(syntactically, morphologically or semantically), however, we only focus on semantic re-

lationships. The semantic manager finds the leads of inferred data in the HAN domain

ontology using a lexical semantic search technique and once the primitive semantics are

found, the semantics are enriched to the next level depending on the depth of ontology

graph. A semantic graph of interlinked entities is created by exploiting the relational

properties of entities with the other entities in the HAN domain ontology.

The semantic enrichment process works in recursive manner to identify transitive entity

relationships (indirect entity relationships). Using the values of entities in the network

flow data, the semantic graph is also instantiated in recursive manner. The instantiation

of semantic graph is a process of retrieving instance related information of the entities.

We only support one-to-one entity-instance relationships.

For the low level monitoring data, the semantics of filtered data elements are uplifted

by mapping the data to the ontology. Once the mapping is found, a semantic graph is

created and instantiated. The instantiated semantic graph is later used for different pur-

ports (semantic-aware monitoring and monitoring data visualization, policy processing

and translation).

3.3.8 Policy Selector

This is an alternative component to policy system in our framework. Instead of using

policy selector, we can replace it with a third party policy system, which is explained in

the later section. This component is an attempt to built a prototype of policy system

using a rule-based language. As we discussed in policy editor and knowledge editor, a

rule-based language is used to specify policy and inference rules. A policy rule represents

a user requirement in the system and an inference rule adds new knowledge to facilitate

the decision making process. When the domain model is updated and inferred using the
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values of inferred and filtered monitoring data, the related policy and inference rules in

the domain model should also be selected for processing. The policy selector uses the

instantiated semantic graph (that is created from the monitoring data) and selects the

related policies by exploiting the ECA (event, condition and action) semantic rudiments.

The policy rules are selected for translation if their respective events, conditions and

actions are analysed and verified successfully. This component is minimally developed

as part of the HANmanager.

3.3.9 Event Generator

Once the semantics of inferred data are fetched in the form of an instantiated semantic

graph, the event generator(see §3.3.9) iterates over the list of abstract managed events,

also retrieved from HAN domain ontology, and searches for event related information

in the semantic graph. If relevant information is available, e.g., a guest is present or a

certain user is trying to access Internet, the associated policy system event is fired so that

the policy system (see §3.3.10) can process related system policies. The HANmanager

uses a third-party policy system (see §3.3.10) for the evaluation of system policies. The

event generator fires the event by porting the event related information to the policy

system. Thus, the fired events are managed by the policy system for further processing

of system policies.

3.3.10 Policy System

The semantic manager (see §3.3.7) interfaces with the policy system through the event

generator (see §3.3.9). When an event is fired by the event generator, the Policy Decision

Point (policy system) matches it with the list of events of active system policies (saved

in the PDP policy repository). If a related system policy exists and meets the criteria,

then the selected policy is evaluated. The system policy is executed by the policy system

after successful evaluation. The execution of system policy triggers its translation to

system configurations using the semantic graph. The policy enforcement point enforces

the system policy and apply the system configuration on target devices.
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3.3.11 Policy Translator

The policy translator translates a user policy rule to a device level policy. It requires

four knowledge constituents:

� domain knowledge of HAN entities;

� syntactic knowledge of source and target policy languages;

� semantic knowledge of source and target policy languages;

� pragmatic knowledge of source and target policy languages in relation with HAN

entities.

These knowledge constituents can be specified in the HAN domain model. Using the

HAN domain model, the policy translator can translate user policies and generate device

policies by exploiting relational properties among different knowledge constituents.

The aim of policy translator is to translate user-level policies in the HAN domain to

the device-level policies that can be enforced on router. The user-level policies are

defined by the HAN users and those polices are translated to device-level policies by

the policy translator. We assume that a device-level policy can affect HAN devices and

services in any numbers. The execution of a device-level policy is associated with the

occurrence of particular network event that stipulates the execution of the network-

level policy (also referred as system policy). The information about affected devices

or services may not be available readily from the inferred or filtered monitoring data

but we can determine them from the semantic graph generated from the HAN domain

using monitoring data. The a higher level semantic map may only help in selection of

declarative policies that are required to be enforced but the translation process requires

deeper level of information from the “device view” in the domain. For the translation

of user-level policies to device-level policies, we need low-level information about the

device specification, network topology, target policy language, and also the applications

running on devices that assist in enforcing the configurations. Therefore we require an

extended semantic graph from “device view” in the HAN domain.
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3.4 Framework Deployment Model

This section describes the framework architecture from the deployment view point. The

framework components are divided in five layered architecture from processing perspec-

tive: User Interface Layer (UIL), Semantic Retrieval Layer (SRL), Policy Processing

Layer (PPL), Data Monitoring Layer (DML) and Device Interface Layer (DIL). From

deployment view point, policy management architecture [Yavatkar, 2000] proposed by

IETF Policy Framework Working Group is vitally significant. The architecture consists

of a policy console (PC), Dedicated Policy Repository (DPR), Policy Decision Point

(PDP), Policy Enforcement Point (PEP) and policy communication protocols.

UIL is deployed on Policy Specification Point (PSP), SRL and PPL are deployed on

Policy Decision Point (PDP), and DML and DIL are deployed on Policy Enforcement

Point (PEP). The PDP decides authorization decisions over the policies where PEP can

communicate with PDP and fetch decisions. Ideally, there should not be a tight coupling

between the PEP and PDP but currently there is no means of defining PEP and PDP

communication in a standard manner. The communication between PDP and PEP can

be realised in many ways, e.g., HTTP, COPS and SNMP. In a HAN, the network devices

are mostly cheap that they often do not provide sophisticated management interface.

For our framework, we used HTTP based communication between PEP and PDP.

3.5 Test-bed Implementation

The test-bed used to implement the HANmanager comprised a single Ubuntu Linux

router connecting a HAN to the Internet. Two network interface cards are used for

configuring the Linux machine as a router. The HAN has one Ethernet client machine

(a Windows XP desktop) and two wi-fi client machines (one Windows XP laptop and one

HTC smart phone). As depicted in Figure 3.6, the HANmanager functional components

are deployed across the HAN gateway router and a server. On the client machines, we

used the Web Traffic Generator [Technologies, 2007] tool to generate background TCP

web traffic; the Traffic Emulator [Kankanyan, 2009] tool to generate background UDP

traffic, and XLite [Xlite, 2006] is used to make VoIP calls.
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Figure 3.6: The HANmanager Deployment Overview: Illustrating the technology and
equipment used for deploying the HANmanager. The semantic manager component adds
a layer of abstraction between home network users and the HAN infrastructure, hiding the
management complexity of HAN devices and services from typical home network users.
The policy-driven router acts as a controller gateway between HAN (users, devices and
applications) and Internet. The blue arrow connectors show the implementation of HAN
control loop and the orange coloured subunits of framework are the plug-and-play third-
party components.

The network traffic is monitored (as shown in Appendix D) using Perl1 scripts (as shown
1https://www.perl.org/
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Figure 3.7: Sample of Web-based Policy Editors: Interactive tools for home network
users to specify their network preferences using the “user view” entities, e.g., allowing
certain “known” devices in the network to access Internet or setting the quality priority for
certain applications.

in Appendix A). The server executed the GUI web editors to allow users specify the

policy and knowledge rules. For the implementation of policy and knowledge editors,

we developed JSP [Oracle, 2007] based web interfaces (using the STRUTS [Apache,

2006] framework). The editors (as shown in Figure 3.7) are tied in synchronously with

the OWL-DL [W3C, 2004] based HAN domain ontology via an OWL-API [Horridge

and Bechhofer, 2011] based implementation. The HAN domain ontology is constructed

using Protégé [Gennari et al., 2003] tool and the ontology is traversed using OWL-API

and JENA API [Carroll et al., 2004]. Semantic Web Rule Language (SWRL) [Horrocks,

2011] is used as a language for specifying user rules in the HAN domain ontology with

the help of SWRLJessBridge [University, 2010]. Inference over the SWRL rules is

achieved via Jess1 reasoner. Finally, for ontology queries, we use the Semantic Query-

Enhanced Web Rule Language (SQWRL) [Connor and Das, 2009].

We used the PONDER2 [Twidle and Lupu, 2007] policy system to maintain system

policies (as shown in Figure 3.8). PONDER2 provides with a general-purpose policy

management system with variety of policy types based on ECA rule structure [Liu,

2009]. This makes easier for us to translate user defined rules to PONDER policies.

The PONDER policies are generated from the populated policy rule template in the

HAN domain ontology with the help of simplified CIM based policy model that is
1http://www.jessrules.com/
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3.5 Test-bed Implementation

Figure 3.8: Automated generation of PONDER2 policies and settings: when a user
specifies network preference, an equivalent PONDER policy is generated into the HAN
system and set active. The PONDER policy is executed when the related event is fired by
the HANmanger.

used as policy-semantics meta model. When the PONDER policies are triggered, the

device specific configurations files are generated and enforced on the the router using

the Puppet framework [Loope, 2011]. The Puppet framework realises a PEP (Policy

Enforcement Point) to enforce configurations on the router. The semantic enrichment,

policy processing and policy translation algorithms are implemented using Java.

On the router, we used deep packet inspection technique for network monitoring using

TShark [Orebaugh et al., 2006] and ARP [Plummer, 1982] applications (as shown in

Appendix D and Appendix E). IPtables [Purdy, 2009] are used for generating device

specific configurations (as shown in Appendix B and Appendix C) and implementing

IPv4 NAT; tc-ng1 is used for implementing QoS traffic control (three levels quality

of service based on service type); tcpdump [Fuentes and Kar, 2005] is also used for

capturing monitoring data for subsequent analysis (as shown in Appendix A); Perl-based
1http://tcng.sourceforge.net/
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scripts are used for monitoring the traffic queues and generating descriptive statistics;

and bash shell scripts are used to manage the configuration (as shown in Appendix B).

3.6 Summary

We have presented a high level description of the HANmanager framework for HAN

management. This work is inspired by the recent advances in smart homes and by

the introduction of many new smart devices and applications. We discussed the main

components of the framework emphasising the role of semantic models and policies.

The ethos of this framework is to capture real network data and feed this up to the

HANmanager system for intelligent home management. This offers the possibility of

identifying substantial network activities and allowing the HAN user to manage their

network without requiring them to perform complex network administrative and man-

agement tasks. The HANmanager monitors and controls home networks in two ways:

top down and bottom up. In “bottom up” approach, HANmanager gathers the low-level

network monitoring data collected from the router device and searches for the semantics

of the data using the HAN domain ontology. The assumption is that low-level moni-

toring data usually belongs to the “device-view” in HAN domain ontology. Once the

primitive semantics are found in “device view”, the related entities in other views of do-

main ontology (“user view” and “network view”) are discovered using the HAN domain

ontology. This way the primitive semantics of monitored data are uplifted (abstracted)

and by using this information, HANmanager searches related high-level user policies to

control network as per defined policies. The “bottom up” approach is further discussed

in Chapter 4.

In “top down” approach, HANmanager monitors significant changes in HAN domain

ontology made by the user explicitly or by system itself. Only “user view” entities are

exposed to the HAN user and users can only make changes in the “user view”. Any

change in the domain ontology is considered as a potential event. HANmanager further

goes on and searches for the enriched semantics of the changed entity in other views of

domain ontology (“network view” and “device view”). This way the primitive semantics

of monitored data are refined and by using this information, HANmanager searches
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related high-level user policies to control network as per defined policies. The “top

down” approach is further discussed in Chapter 5.

One of the limitations of proposed framework is the HAN domain model itself. Due

to the diversity of network related concepts and variety of HAN layouts, a standard

domain model can not be achieved. Though the domain model is capable of enhance-

ments and systematic growth but it has to be in place at the design time of the HAN

system. Moreover, the proposed framework does not support any self-learning features

at the moment, which makes it dependent on HAN users or domain modellers for the

information feed. Another challenge is lack of sophisticated device management inter-

faces. Many of the HAN devices are inexpensive and they are usually available with

minimal management features. Initial proposal was to control individual devices and

the services, however, our HANmanager implementation currently can only be used

for IP-enabled network communication on a open source router, controlling only the

network traffic generated by different connected devices and services, that goes through

the gateway router.
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Chapter 4

Semantic Uplift of Monitoring Data
to Process Policies to Manage
Home Area Networks

Tools and processes for management of network infrastructure typically assume that

network administrators are technically literate, with a willingness to devote significant

time to ensuring that devices are correctly configured to behave as desired. Whilst this

is largely the case for service provider and enterprise networks, it is typically not the case

for home area network users. The growing complexity and heterogeneity of HANs mean

that management and configuration tasks are becoming increasingly complex. In this

chapter, we present an approach for the semantic uplift of monitoring data from a HAN

gateway router and the selection of appropriate policies to drive the (re-)configuration

of the Internet gateway to provide desired behaviour in response to monitored and

managed network events. We outline the use of an ontology-based semantic model to

contextualize monitoring data and select the policies to apply. The chapter entails the

algorithms developed for semantic uplift and policy selection. The approach is explained

and evaluated via two example scenarios that have been realised on our HAN test-bed.

This chapter is structured as follows: §4.1 gives a brief overview of semantic uplift of

monitoring data to process policies; §4.3 presents the techniques and algorithm devel-

oped for semantic enrichment of monitoring data; §4.4 gives a description of test-bed

used to conduct experiments and §4.5 explains the evaluation experiments using two
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test scenario; Lastly, §4.6 summarises our findings and outline areas for further work.

4.1 Introduction

Social and technical advances in communication technology and the rapid growth of the

web have strained modern-day HANs [Edwards et al., 2011]. The increasing complexity

of underlying network infrastructure has not only put HAN users in a challenging

position but has also raised many vulnerability risks [Poole et al., 2009a]. There are

some tools available to monitor and control networks, e.g. WireShark1. Monitoring

and control are key components of autonomic HAN management. Ideally, a monitoring

process should be context-aware to understand the dynamics of underneath system

and control system should be able act appropriately according to managed events, e.g.

allocating higher bandwidth to a high priority network service. Furthermore, analysis

of monitoring data should highlight valuable information about network events that are

significant to HAN users, e.g. an unknown application capturing an unfair share of the

Internet bandwidth. Typically, available monitoring tools and techniques use syntax-

based data analysis techniques that provide information of limited value [Scheirer and

Chuah, 2008] to an ordinary HAN user. In this chapter, we show how this form of

analysis can be usefully augmented by the use of a HAN domain ontology that allows

the uplift of monitoring data into a form that is understandable to HANmanager in

terms of the impact of monitored events on users and the devices and services they

use. In particular, we show how this form of uplift can be used to automatically trigger

policies, expressed by users that result in device (re-)configuration.

We specify a process for semantic uplifting of real-time, low-level monitoring data and

selection of policies based on extracted information to manage HANs. The process

provides a partial realization of autonomic control loop [Kielthy et al., 2010, Strassner

et al., 2009a] in HANs, in which the system monitors changes in the network states,

analyses the data, and manages the network to ensure user requirements are being met.
1http://www.wireshark.org/
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4.2 Semantic Uplifting Technique for Monitoring Data

In this section, we specify a generic technique describing the process of semantic uplifting

of monitoring data and selection of policies based on extracted information based on

the old implementation of framework. Monitoring systems can, in general, be classified

in different ways, based on either data or user perspective.
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Figure 4.1: The HANmanager Framework - Highlighting the role of Semantic Manager
interfacing with Data Processor to uplift monitoring data. The blue arrow connectors show
the implementation of HAN control loop.
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From the data perspective, there are two broad types of monitoring processes: active

and passive [Anagnostakis et al., 2002]. Our technique, as shown in Figure 4.1, is

based on an old implementation of the framework presented in Chapter 3; it can only

be used for real-time passive monitoring and it analyses one packet at a time. From

the user perspective, monitoring can be supervised, semi-supervised or unsupervised.

The supervised monitoring is user-controlled and the unsupervised is system-controlled.

Our technique uses a semi-supervised solution, where the semantics of monitoring data

are ambiguous but context of monitoring is known. Furthermore, the user policies are

selected based on extracted information from monitoring data after the semantic uplift.

The data processor is to collect data from network gateway machine (router). When

system senses a packet flow on network, the data processor parses the packet data and

filters out unnecessary data elements from packet header. Later, it formulates a vector

space (Vspace) of filtered data elements (FDEs). The FDEs are semantically uplifted

with the help of the semantic manager and later mapped to data properties in the

HAN domain ontology. Using the FDEs’ values, new information is made available

from the HAN domain ontology. After semantic enrichment of Vspace, it is passed to

the policy manager for selection of applicable policies. The policy manager has two

subcomponents: policy selector and policy translator. The policy selector (an obsoleted

component replaced by the policy system in newer version of our framework as described

in Chapter 3) seeks an appropriate policy based on the information extracted from mon-

itoring data and the HAN domain ontology. After successful verification process, the

policy is selected and passed to the policy translator to generate required configurations.

These generated configurations are enforced on the router by the policy manager. The

functional detail of the framework is discussed in the following sections.

4.2.1 Low-level Data Processing

The data processor retrieves monitoring data from the router using deep packet in-

spection (DPI) tools. The retrieved information comprises low-level details of a packet

header and payload. The data processor parses packet data and formulates a vector

space (Vspace) of filtered data elements (FDEs) e.g. source and destination IP (Inter-

net Protocol) Addresses.

68



4.2 Semantic Uplifting Technique for Monitoring Data

193.1.193.140      www.tssg.com

46.228.47.115   www.yahoo.com

HAN Domain 
OntologyIP Packet Header

FDE (KEY-VALUE)

IP(193.1.193.140)

URL(www.tssg.org)

Mapped Data Properties

hasIPAddress

hasURL

Host Concept

device

web

Data Semantics

Figure 4.2: Formulation of Filtered Data Elements(FDEs) VSpace from low level moni-
toring data gathered from the router’s IP traffic logs. The semantics of FDEs are retrieved
from the HAN domain ontology.

A FDE is a key-value pair that characterizes a potential network event of user interest,

e.g., a device or user accessing the Internet; however, the FDEs represent only low-level

information. Here the context of monitoring process is known but the semantics of

monitoring data are unknown. Therefore, the semantics of FDEs are discovered with

the help of the semantic manager. Figure 4.2 shows the process of Vspace formulation.

4.2.2 Semantic Uplifting of Monitoring Data

The semantic manager finds matching ontological entities to map all FDEs in the

Vspace. Note that FDEs can be mapped to Individuals or data properties in the HAN

domain ontology because they represent data values, however, we mapped them to data

properties in this technique.

The semantic manager retrieves a list of all Individuals and data properties from the

HAN domain ontology and compares each FDE ’s key against the retrieved lists to find

potential mapping (by using fuzzy lexical matching technique[Schoolderman, 2012]). For

mapping of FDEs, we used only the data properties. When a matching data property is

available for a FDE, its corresponding URI is saved in the Vspace. When all FDEs in

Vspace are mapped to the ontological data properties, the resultant Vspace is further
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Figure 4.3: Instantiated semantic map of filtered data elements FDEs then they are
mapped to HAN domain ontology; a semantic map contains different concepts, their prop-
erties and values based on relationships to each other.

processed to refine primitive semantics of FDEs as shown in the Figure 4.2.

This process first determines the host concept of mapped entities so that we can link

all FDEs with their host concepts. A host concept is the domain class of the mapped

data property that holds that the individual or data property. To simply the process

of mapping, we assume that data properties have one-to-one mapping with their cor-

responding classes. The HAN domain ontology is queried again to find host concepts

of all mapped individuals and data properties and neighbour concepts of their hosts.

A semantic map is created that contains host and neighbour concepts along with their

data and object properties. The semantic map is a subset of HAN domain ontology.

Using the given data values of FDEs, the HAN domain ontology is queried and all other

values of related data properties are retrieved from the HAN domain ontology, hence

instantiating the semantic map. The motive behind making a semantic map and its
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instantiation is explained in the next section. Finally, the updated Vspace along with

the instantiated semantic map is passed to the policy selector for further processing.

The Figure 4.3 shows an instantiated semantic map of some FDEs that are mapped to

data properties in the HAN domain ontology.

4.2.3 Selection of Policies based on Semantics

The policy selector generates separate lists of all possible events, conditions and actions

using the semantic map of FDEs. All the host and neighbour concepts are placed in

the events list. The object and data properties (along with their values) populate the

conditions list and only data properties are put in the actions list. Built-in functions

as conditions in SWRL rules are not currently handled. The policy selector fetches all

policy rules and decodes each rule one by one in ECA (event, condition and action)

semantic rudiments. Note that, in the antecedent part of the SWRL rule, the class

atoms represent abstract events clauses; the object and data properties atoms represent

condition clauses. Similarly, in the consequent part, a data property atom represents

an action clause. When defining a SWRL policy using ECA format, multiple events or

conditions clauses can occur in one rule body but only one action clause can occur in

rule head.

After the decoding of policy rule, the policy variables (events, conditions and action)

are compared with the FDEs’ lists of variables. If all policy variables exist in their

respective FDEs’ lists, the values of condition and action variables are further analysed

and verified. The SWRL policy rule is selected for translation if both action and event

clauses are verified successfully.
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Table 4.1: Comparison of variables and values of FDEs and A SWRL policy.

FDE SWRL

Variable Value Variable Value

Event

Device blt Device -

User bob User -

Web tssg - -

Condition

hasIPAddress 193.1.193.140 - -

hasMacAddress xe:13:e2:aa:b1 - -

hasDeviceName Bob_Laptop - -

hasPriority low - -

hasUserName Bob hasUserName Bob

hasUrl webmail.tssg.org - -

hasDevice bob hasDevice -

hasWeb tssg hasWeb -

Action

hasIPAddress 193.1.193.140 - -

hasMacAddress xe:13:e2:aa:b1 - -

hasDeviceName Bob_Laptop - -

hasPriority low hasPriority high

hasUserName Bob - -

hasUrl webmail.tssg.org - -

Table 4.1 shows comparison of FDEs and SWRL policy variables and their values.

4.3 Algorithms for Semantic Uplift and Policy Selection

In this section, we present two algorithms that together provide a generic technique to

uplift semantics of monitoring data and select SWRL policy rules based on the extracted

information. In later sections, we explain the use of these algorithms in two practical

scenarios. The Figure 4.4 shows the flow diagram of the two algorithms.
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Figure 4.4: Flow diagram of Algorithms for Semantic Uplift and Policy Selection, de-
scribing different steps from mapping to selection of rules for execution.

4.3.1 Semantic Uplift Algorithm

The semantic uplift process has three main steps:

1. mapping of FDEs to ontology;

2. formulation of semantic map for FDEs; and

3. instantiation of semantic map using the values of FDEs.
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Algorithm 1 Semantic Uplift Algorithm

Step 1: Map elements of Vs (FDEs) to Os

if Vs .size 6= 0 then
foreach element ev in Vs do

if ev == eo ∧ eo ∈ lPd
) then

ev.name← eo

ev.host← eo.domain

ev.host.uri← eo.domain.uri
return V̇s

Step 2: Create semantic map for the elements in V̇s

if V̇s .size 6= 0 then
foreach element ev in V̇s do

call createMap(ev.host)
function createMap (ClassInfo info)
foreach object property r in info.Relations do

info.lN.add(r .range)
foreach object property r in lPo do

if info == r .range then
info.lN.add(r .range)

foreach class n in info.lN do
return createMap(n)

return V̈s

Step 3: Instantiate the semantic map V̈s

if V̈s .size 6= 0 then
foreach element ev in V̈s do

call instantiateMap(ev.host)
function instantiateMap (ClassInfo info)
foreach relation r in info.lPd

do
info.r.value← eo.value given info.value

foreach neighbour n in info.lN do
foreach r in n.R ∧ r ∈ lPd

do
n.r.value← eo.value given info.value

foreach class n in info.lN do
return instantiateMap(n)

return V̄s

In the first step, the algorithm parses the received packet header and extracts useful
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data elements that characterize a network event. The filtered data elements (FDEs)

are saved in a vector space Vs with their keys and values for further analysis. Every

element ev in Vs has a potential mapping to a data property eo within the HAN domain

ontology Os. To make the matching function more efficient, the algorithm maintains

separate lists of ontological concepts lC, object properties lPo , data properties lPd
and

instances lI.

Every ev is compared with ontological data properties in lPd
. The matching process

compares the key of a FDE with data properties list using a fuzzy lexical matching

technique. It may return more than one potential mapping due to syntactical variants of

ev in the the HAN domain ontology Os. To avoid any ambiguity, we used distinguishable

elements names in Os and used URI of eo for exact mapping. Step one results in enriched

V̇s , containing primitive semantics of Vs elements.

Now the host concepts of all Vs elements are determined but they could be in a discon-

nected state. In other words, a relation between two FDEs may exist in the ontology

through the mapped entities (data properties) but this is not yet apparent. The second

step is about creating a semantic map, which results in connecting all the FDEs to-

gether. In step two, the algorithm determines the neighbour concepts of all FDEs with

respect to the host concepts of their mapped data properties in a recursive manner.

A class is considered as neighbour of host concept if (a) it is a parent or child class;

(b) its a range class in the object property; (c) or it is a domain class that holds host

concept as a range class in its object property. In step three, when neighbour concepts

are discovered, the algorithm instantiates the semantic map using the values of FDEs

in Vs. The instantiation process is also completed in recursive manner. By doing so,

algorithm defines the semantics of FDEs as shown in Algorithm 1.

4.3.2 Policy Selection Algorithm

The semantic uplift algorithm generates lists of all possible events, conditions and ac-

tions using the FDEs’ semantic map V̄s . In the policy selection algorithm the host and

neighbour concepts of all ev in V̄s that belong to lC are added to the events list lEFDE
.

The object and data properties are added to the conditions list lCFDE
and finally only

data properties are added to the actions list lAFDE
.
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All SWRL policy rules are also fetched from the replica ontology O′s (to use SWRL in

non-monotonic form as presented by Calero et al. [2011]; otherwise, using SWRL in its

current form to make changes in domain ontology makes ontology inconsistent due to

SWRL monotonicity issue). Each rule is parsed in ECA rudiments (event, condition,

action) and lists of events lEpol
, conditions lCpol

and action variables lApol
are generated.

Algorithm 2 Policy Selection Algorithm

if V̄s .size 6= 0 then
foreach element ev in V̄s do

if ev.host ∈ lC ∧ ev.host.lN.size 6= 0 then
foreach policy p in lPol do

if p.lEpol
⊂ lEFDE

∧ p.lCpol
⊂ lCFDE

∧ p.lApol
⊂ lAFDE

then
foreach condition c in p.lCpol

do
cF lag= true
if c.value 6= lCFDE

.r .value then
cF lag= false

if cF lag == true then
if a ∈ p.lApol

∧ r ∈ lAFDE
∧ a == r ∧ a.value 6= r .value then

lSP ol.add(p)
return lSP ol

The variables lists of each policy rule are compared with their respective FDEs’ vari-

ables lists. If all policy variables exist in the FDEs lists, the values of policy conditions

and action are further verified. For the selection of policy, the policy condition values

should be equal to FDEs condition values but action value has to be different, oth-

erwise the algorithm assumes that policy has been executed already. The policy p is

selected for translation if conditions and action values are verified successfully as shown

in Algorithm 2.

4.4 Implementation and Test-bed

The complete test-bed implementation details are given in Chapter 3.
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Figure 4.5: HANManager Test-bed: Shows the collection of monitoring data by Data
Processor for the semantic uplifting by Semantic Manager. Based on enriched monitoring
data provided by Semantic Manager, related policies are selected by Policy Selector.

This chapter covers the components that are related to this chapter only as shown in

Figure 4.5. The test-bed architecture used for conducting the experiment discussed

in later section. As part of our experiments, we developed a web-based interactive

policy editor to specify user policies. Figure 4.5 shows the test-bed architecture used for

monitoring experiments in HAN. SWRL is used as user policy language that is supported
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by OWL-based HAN domain ontology. The Protégé1 tool is used for designing the

ontology, the OWL-API2 to interact with the ontology model and the Jena-API3 to

infer the HAN domain ontology.

The SWRL rules are processed using the Jess-API4. For ontology queries, we used the

SQWRL5. The Puppet framework6 is used for setting up PDP (Policy Decision Point)

and PEP (Policy Enforcement Point) architecture in HAN. The semantic uplift and

policy selection algorithms are developed in JAVA using the IBM Eclipse platform.

For deep packet inspection of monitoring data, we used the TShark7 application and

TCPDump.

4.5 Evaluation

To demonstrate the power of our semantic uplift technique, we present two example

scenarios that have been realised using the HANmanager test-bed presented in 4.4.

4.5.1 Test Scenarios

To illustrate the operation of our HAN management framework we describe two use

cases. The first relates to the detection that a new device attached to the HAN be-

longing to a house guest, which in line with user preferences should be given access.

The second relates to the identification, based on browsing profiles, of which one of a

number of possible users is using a given device at a given time.

4.5.1.1 Test case 1: Identifying Unknown Devices

In this use case, we assumed that a device attempts to send traffic through the HAN

router. When a data packet is parsed, we apply our semantic uplift technique to identify

the source device. Based on the extracted information, a device profile is assigned to the
1http://protege.stanford.edu/
2http://owlapi.sourceforge.net/
3http://jena.sourceforge.net/
4http://www.jessrules.com/
5http://protege.cim3.net/cgi-bin/wiki.pl?SQWRL
6http://www.puppetlabs.com/
7http://www.wireshark.org/docs/man-pages/tshark.html
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traffic flow. Later with additional information, we selected applicable policies related to

the source device. The following section describes the operation of the semantic uplift

and policy selection algorithms in this scenario.

Description We assumed that there is a policy in place saying that all unknown

devices have their traffic blocked (even if they have the access point password):

Device(?x)^Unknown(?x)^Guest(?y)

^isGuestPresent(?y,"no")->hasDeviceAccess(?x,"no")

(Description: if guest is absent, unknown devices have no

access to the Internet and HAN.)

... P1

There are also policies saying that all guests visiting the home have access to internet

and get high priority for the traffic they generate:

Device(?x)^Guest(?y)^isGuestPresent(?y,"yes")

^hasDevice(?y,?x)->hasDeviceAccess(?x,"yes")

(Description: if guest is present and device belongs to guest

then device has access to the Internet and HAN.)

... P2

Device(?x)^Guest(?y)^hasDevice(?y,?x)

->hasPriority(?x,"high")

(Description: The device belonging to guest

has priority.)

... P3

Let us assume there would be guest in the house for a weekend. Assume the home

owner has access to an interface that allows him/her to indicate that a guest named

Alice would be in the house on Saturday and Sunday. Let us also assume that the

following inference rules are in place in the HAN domain ontology:

Device(?x)^hasDeviceName(?x,?y)

^swrlb:stringEqualIgnoreCase(?y,"Unknown")

->Unknown(?x)
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(Description: if device has unknown name, classify

device as unknown.)

... I1

Device(?x)^Unknown(?x)^Guest(?y)

^isGuestPresent(?y,"yes")->hasDevice(?y, ?x)

(Description: If device is unknown and guest is present

then consider device belongs to quest.)

... I2

If Alice is given the password to access the WIFI access point and starts an Internet

browsing session, then we expect the following behaviour. The data processor passes

the MAC address of the source device for the new flow to the semantic manager. The

semantic manager does not find the MAC address in the HAN domain ontology and it

infers that the MAC Address belongs to an unknown device based on the inference rule

I1. The inference rule I2 is also executed because guest is present and it further clarifies

that the flow belongs to the guest. Since Alice is identified as a guest, the system infers

that the device belongs to the guest. Therefore, policy selector selects P2 and P3 for

translation rather than P1. Following is an excerpt of IPTables configurations generated

for policy P3 :

1) iptables -t mangle -I FORWARD -i ${LAN} -o ${WAN}

–s 192.168.22.4 -j TOS --set-tos 0x28

2) tc class add dev ${WAN} parent 1:1 classid 1:11 htb

rate 60kbps ceil 90kbps prio 1

3) tc filter add dev ${WAN} parent 1:0 prio 1 protocol

ip u32 match ip tos 0x28 0xff classid 1:11

The above configurations can be described as:

1. Type of service (TOS) bits of data packets are marked for highest priority;

2. A priority queue created with optimal bandwidth;
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3. A packet filter is also created that enqueues high priority packets in the matching

priority queue.

In the application of rules, here is a trade off between the system uncertainty in terms

of scenarios and its usability in a typical HAN, which may not be the case in enterprise

networks.

4.5.1.2 Test case 2: Identifying the user of a known device

In this test case, we exploited web surfing history of a user to take into account user

characteristics and ultimately selecting a user profile based on those characteristics.

The following section describes the proposed technique in this test case.

Description We assume that multiple family members may use the same device for

the Internet browsing. Since different family members have different policies (prefer-

ences) governing how their traffic is prioritised, it is desirable to identify a device’s

current user. We assume that individual users visit Internet sites that others in the

home do not visit; hence, these sites are reliable indicators of the device user. For

example, parents in a house may access their work webmail servers, where as children

may access ClubPenguin.com.

Let us assume the following policies are in place:

Device(?x)^User(?y)^hasDevice(?y,?x)

^hasUserName(?y,"Bob"->hasPriority(?x,"high")

(Description: Any device belonging to Bob

gets high priority..)

... P4

Device(?x)^User(?y)^hasDevice(?y,?x)

^hasUserName(?y,"Mary"->hasPriority(?x,"high")

(Description: Any device belonging to Mary

gets high priority.)

... P5
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Device(?x)^User(?y)^hasDevice(?y,?x)

^hasUserName(?y,"Joey"->hasPriority(?x,"low")

(Description: Any device belonging to Joey

gets low priority.)

... P6

Let us also assume that the following inference rules are in place in the HAN domain

ontology:

Web(?x)^hasUrl(?x,"http://clubpenguin.com")

^User(?y)^hasUserName(?y, "Joey")->hasWeb(?y, ?x)

(Description: Joey uses clubpenguin.com.)

... I3

Web(?x)^hasUrl(?x,"https://webmail.tssg.org")

^User(?y)^hasUserName(?y, "Bob")->hasWeb(?y,?x)

(Description: Joey uses tssg.org.)

... I4

Web(?x)^hasUrl(?x,"http://vogue.co.uk")

^User(?y)^hasUserName(?y, "Mary")->hasWeb(?y,?x)

(Description: Joey uses clubpenguin.com.)

... I5

We assume that the home owner has access to a user interface that allows him/her

to specify these identifier URLs. If we assume that Bob has been working from home

then system would have identified him as he has been accessing his office email. Whilst

Bob is conversing on a SIP-phone, he allows Joey to use his laptop to play games

on clubpenguin.com. When Joey first accesses clubpenguin.com to login, the system

infers that the user of the device “Bob-laptop" has changed from “Bob" to “Joey" using

inference rule I3. Consequently, policy P6 are selected and enforced on the system.

4.5.2 Experimental Results

We conducted some experiments to observe the impact of changes in selected and de-

ployed policies on HAN traffic. Let us assume that our home users are conducting dif-

ferent internet activities simultaneously. Joey is playing a game on ClubPenguin.com,
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Mary is uploading her research backup using a FTP application and Bob is having a

conversation over his SIP-Phone. In the background, there were a number of other

active network streams downloading software updates, email and media files for other

users at home. Without an explicit QoS management, the service quality of SIP call and

FTP upload is extremely poor. After enforcing policies P4, P5 and P6 to prioritize and

classify different users’ traffic in different priority queues for better bandwidth, quality

of intended services improved significantly. The Figure 4.6 shows the impact of policies

on different HAN traffic flows.
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Figure 4.6: HAN Traffic Bandwidth Control using Policies: Before the application of
policies, FTP upload is extremely slow and SIP-call quality is also not good because
clubpenguin.com taking unfair share of bandwidth but after applying policies, the FTP
upload and SIP-call quality is boosted.

4.6 Summary

We have presented a generic technique for semantic uplifting of monitoring data and se-

lection of policies based on extracted information. In particular, we presented algorithms

for implementation of our proposed approach. We believe that in home area network

scenarios, many users will prioritize ease-of-configuration over guaranteed functional

correctness of applied policies—the opposite holds true for typical enterprise networks.

Our policy selection process, wherein inferences that may potentially be inaccurate,
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are used to automatically select and apply policies reflects this prioritisation of ease-of-

configuration.

The proposed technique works for real-time monitoring to analyse one data packet at

a time. For future work, we plan to extend this work to analyse larger network logs

for HAN optimization. In the light of our experiments, we have argued the significance

of proposed technique for interpretation of real-time, low-level monitoring data and

selection of policies for user-centric HAN management.
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Chapter 5

Semantic aware Processing of User
defined Inference Rules to manage
Home Networks

Increasing complexity makes it difficult for users to manage their home networks in a

way that optimises their experience when using rich multimedia services. Current net-

work management systems are not designed for ordinary network users—they do not

seek to abstract the configuration details of network devices and services that need to be

managed, requiring instead editing of configuration files with specific syntax and seman-

tics. We investigated the use of semantic technologies to improve the ability of typical

users to manage their network by capturing their preferences using concepts familiar

to them, and applying inference techniques to link monitored network events to these

preferences so that appropriate configurations can be automatically applied. The HAN-

manager framework abstracts the detail of managing the network access and various

multimedia services consumed in homes into an ontological descriptions augmented by

inference rules (derived from users’ interaction with system via intuitive interfaces). In

this chapter, we specify semantic enrichment algorithms that analyse user supplied in-

formation and apply a reasoning process to identify events with user significance. These

events are forwarded to a Policy Decision Point, triggering system policies that result

in configuration actions. We demonstrate the power of our solution by implementing a

set of use cases, and show that the semantic enrichment algorithms are flexible to suit a
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wide range of typical scenarios and performs better against a popular semantic search

technique based on keyword interpretation.

The chapter is structured as follows: §5.1 gives an introduction to semantic enrichment

problem addressed in this chapter. In §5.2, we describe the technique to address the

problem. In §5.3 section, we specify algorithms for semantic enrichment and policy

processing. §5.4 section describes the implementation details and an evaluation of our

test-bed. §5.5 section presents use cases used to demonstrate different operations of the

HANmanager and provides empirical results for evaluation of its performance. Finally,

in §5.6 we conclude and summarise our findings and outline further work.

5.1 Introduction

The HANmanager framework (discussed in Chapter 3), which uses semantic technolo-

gies to construct a model of home area network and illustrates that how semantic model

can be used to control HAN systems, allows home users to specify their preferences

through intuitive and easy to understand interfaces. These preferences describe how

devices and application will be accessed within HAN. Users can also supply high-level

basic information that the framework needs to be fully useful and functional; for ex-

ample, names of other users and devices, whether guests are present in the home, and

what rooms certain services can be accessed in and by whom. The HANmanager starts

its work by capturing raw monitored data either from network flows at bottom level

(which is discussed in Chapter 4) or from changes made by the user at top level of the

HAN system. The framework enriches the semantics of captured data to make sense

of it. The process of semantic enrichment of user defined inference rules is described in

this chapter.

The chapter builds upon Chapter 4) with three new significant additions. Firstly, the

version of the framework presented in this chapter decouples the semantic analysis

approach from the policy management system, allowing the use of different policy man-

agement systems (in the newer implementation we use PONDER2, [Twidle and Lupu,

2007]). Secondly, we implement new semantic analysis techniques and algorithms for

high-level network related information added into the system by the home network
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users. The proposed technique in this chapter has also overcome many of the short-

comings of our previous approach that doesn’t separate system policies (as rules) from

configurations (as settings). We compare our enhanced semantic analysis techniques in

terms of accuracy with a well known semantic search approach [Tran et al., 2007] that

is based on the keyword interpretation.

5.2 Semantic Enrichment of Inferred Data Technique

In this section, we give an overview of Semantic Enrichment technique for inferred data

to monitor events of user’s interest and apply the changes to HAN accordingly. We

use HANmanager framework discussed in Chapter 3 for the realisation of management

control loop as described in [Jennings et al., 2007, Kielthy et al., 2010] for HAN. A

subset of the HANmanager framework, used for semantic enrichment of inferred data,

is shown in Figure 5.1.

The frameworks works as follows: When user specify knowledge rules into the system,

the generated network events are captured using the inferred data. The captured data

is semantically enriched by analysing its semantics and dynamically linking to instances

of user importance (relevant to user preferences) in the domain ontology (that repre-

sents HAN domain model). The inferred linkages are determined using inference rules

contained in the ontology, which take into consideration the contextual information

and may also produce new knowledge. The inferred knowledge helps the HANmanager

triggering system policies (that are actually interpretations of user preferences in the

form of system rules). To trigger system policies, related policy events are fired and

execution process is initiated at Policy Decision Point (the router in our case) causing

reconfiguration of networking devices, applications and services in order to ensure that

users preferences are consistently met.
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Figure 5.1: The HANmanager Framework - Highlighting the role of Semantic Manager in-
terfacing with Policy Decision Point via Event Generator. The blue arrow connectors show
the implementation of HAN control loop and the orange coloured subunits of framework
are the plug-and-play third-party components.

5.2.1 Specification of Knowledge Rules

The knowledge editor (see §3.3.4 in Chapter 3) is a user-centric management interface

through which a home network user can supply high-level information about the HAN

system; for example, the names of users and devices, whether guests are present in

the home, and what rooms certain services can be accessed in and by whom. The
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knowledge editor is very similar to the policy editor (see $3.3.2 in Chapter 3); however,

the purpose of its use is different and knowledge rules are directly saved into the HAN

domain ontology in the “user view” in contrast to user policy rules (which are saved

in the policy model). With the help of the knowledge editor (see $3.3.4 in Chapter 3),

home network user can add new knowledge about the “user view” entities or instances.

The nature of knowledge can be simple addition or change in characteristic, behavioural

or relational property of an entity or of its instance in the HAN domain ontology. The

specified knowledge is either specific about an instance of an entity or can be general,

being applicable to all instances of entry type. The specified knowledge rules are saved

in the HAN domain ontology and once they are reasoned over, the resulting inferred

data is closely monitored and used by the semantic manager (see §3.3.7 in Chapter 3)

to capture information related to managed events in HAN.
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Figure 5.2: Parsing of inferred data and mapping to primitive semantics
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5.2.2 Semantic Enrichment of Inferred Data

The semantic manager enriches the semantics of inferred data by mapping it to the

ontological concepts in the HAN domain. Initial mappings of data to the ontology

provides primitive semantics as shown in Figure 5.2, which are further extended to next

levels for detailed and enriched semantics. To fetch the primitive semantics of network

flow data, the semantic manager uses the HAN domain ontology. A network flow can be

monitoring data collected from gateway or inferred data collected from HAN domain

ontology after the reasoning. In this chapter, we mainly focus on the enrichment of

inferred data.

The semantic manager monitors the HAN domain ontology for the inferred data re-

trieved after the reasoning. Any change in the HAN domain ontology is considered

potentially a network event.
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Figure 5.3: Semantic enrichment of inferred data in blue and retrieved semantic infor-
mation in red

It processes all the changes in the HAN domain ontology after the reasoning over the
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knowledge rules. There can be three types of changes in the HAN domain ontology:

reclassification change, characteristic change or behavioural change. Reclassification

is a change that reclassifies an entity under different entity group, e.g., classifying a

device as a mobile handset. A characteristic change is related to the modification of a

data property of an entity, e.g., changing the current location of user. The behavioural

change is related to an alteration in the object property of an entity, e.g., change of

ownership of a device to another user. For any change, the target entity and its value

are taken for further analysis. All of the three types changes can result in different kinds

of inferred knowledge.

The entities in the HAN domain ontology can be linked to each other in many different

ways (syntactically, morphologically or semantically), however, we only focus on seman-

tic relationships. The semantic manager finds the leads of inferred data in the HAN

domain ontology using a lexical semantic search technique based on cosine similarity

[Tata and Patel, 2007] and once the primitive semantics are found, the semantics are

enriched to the next level depending on the depth of ontology graph. A semantic graph

(an example is in Figure 5.3) of interlinked entities is created by exploiting the relational

properties of entities with the other entities in the HAN domain ontology. The seman-

tic enrichment process works in recursive manner to get transitive entity relationships

(indirect entity relationships). Using the values of entities in the network flow data, the

semantic graph is also instantiated in recursive manner. The instantiation of semantic

graph is a process of retrieving instance related information of the entities. In this the-

sis, we only support one-to-one entity-instance relationships. The instantiated semantic

graph is later used for different purports (semantic-aware monitoring and monitoring

data visualisation, policy processing and translation).

5.2.3 Event Generation from Inferred Knowledge

Once the semantics of inferred data are fetched in the form of an instantiated semantic

graph, the event generator (see §3.3.9 in Chapter 3) iterates over the list of abstract

managed events, also retrieved from HAN domain ontology, and searches for events’

related information in the semantic graph. If relevant information is available e.g., a

guest is present or a certain user is trying to access the Internet, the associated policy

event is fired so that the policy system (see §3.3.10 in Chapter 3) can process related
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system policies. The event generator fires event by porting the event related information

to the policy system. Thus, the fired events are managed by the policy system for further

processing of system policies.

5.2.4 Policy Execution for Fired Events

The semantic manager interfaces with the policy system through the event generator.

When an event is fired by the event generator, the Policy Decision Point (policy system)

matches it with the list of events of active system policies (saved in the PDP policy

repository). If a related system policy exists and meets the criteria, then the selected

policy is evaluated. The system policy is executed by the policy system after successful

evaluation. The execution of system policy triggers its translation to system config-

urations using the semantic graph. The policy enforcement point enforces the system

policy and apply the system configuration to the router. In Chapter 4, we translated

user policies directly to system configurations using the domain ontology. It simplified

the system work flow, however, the policy management (event generation, policy eval-

uation and execution) was poorly accomplished. Rather than building our own policy

management system based on declarative user defined rules, here we use a third party

policy management system as explained in §5.4.

5.3 Algorithms for Semantic Enrichment of Inferred Data

This section explains the techniques and related algorithms that are developed to imple-

ment the HANmanager framework. The following sub-sections describe the algorithms

for semantic enrichment, policy processing and policy translation. The notations used

for the algorithms are described in Table 5.1.
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Table 5.1: Algorithmic Notations

Notation Description

IG Inferred Graph
FDE Filtered Data Element

Vs Vector - contains IGs or FDEs
V̇s Mapped Vs - contains mappings for IGs or FDEs

V̈s
Instantiated V̇s - contains Semantic Graphs for IGs or
FDEs

ev Vector Element - either IG or FDE
O Domain Ontology

Ou User View of Domain Ontology
eu Element of User View in Domain Ontology
lC List of Classes
lPo List of Object Properties
lPd List of Data Properties
lI List of Individuals
d Iteration Depth

lCH List of Children Classes
lP List of Parent Classes
lN List of Neighbour Classes
R Set of relations - Power set of lPo and lPd

Em Managed Events - stored in O

Ge
Entity Graphs - contains managed events related infor-
mation

ge
An Instance of Entity Graph - representing a managed
event

no Root Node of an Entity Graph
nl Left Leaf Node of an Entity Graph
nr Right Leaf Node of an Entity Graph
em A Managed Event
pu User Rule
pn Management Policy
pd Device specific Configuration
Rp Policy Repository
ea Action Entity - an entity whose property is being changed

Pda

Action Property - an property whose value is being
changed

dv Data Value - a value for action property
pt Configuration Template
p̄t Filled Configuration Template
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Figure 5.4: Activity diagram of Semantic Enrichment Algorithm - Stepwise explanation
of Semantic Enrichment process starting from mapping of inferred data to the HAN domain
ontology and ending at creation of instantiated semantic graph.
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In this thesis, the semantic enrichment is regarded as elaborated concepts (mainly from

network and device views of HAN domain ontology), their relationships and properties

entailment to primitive information (gathered from inferred data) using querying the

domain ontology. The discovered semantics (concepts) are used for the analysis of

inferred data and then used for selecting and translating the user rules to manage and

control home networks. If the inferred data is related to user rules that exist in the

HAN domain ontology then the inferred information is utilised for firing associated

policy system events. Figure 5.4 shows the activity diagram of semantic enrichment

algorithm.

5.3.1 Semantic Enrichment as a Graph Search Problem

The key assumption of the proposed technique is that the HAN domain entities (that

exist at different sub-domains within the HAN domain) are interlinked with each other

through different relational properties. Through these relational properties, we can

enrich the primitive semantics of an entity in a sub-domain by discovering other related

entities in the same or other sub-domains. Essentially it is an associative (more strictly

connotative) semantics search problem.
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C: Search Scope 3
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Figure 5.5: Scope of Semantic Graph Search - Search scope 1 deals with “user view”,
search scope 2 deals with “user view” and “network view”, and search scope 3 covers all
three views in semantic search.
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To define semantic enrichment as a graph search problem, assume that ontology is

represented as ontology graph G = (V,E) (where V is the set of concepts (classes) in

the ontology and E is the set of relationships between concepts) of order n > 0 and

h is a host vertex from which we start creating a semantic graph Gs (representing the

semantics of inferred data) such that semantic graph Gs ⊆ G (ontology graph). The

semantic graph Gs is a multiple arcs graph but one of the shortcomings of our approach

is that we assumes only one instance per concept. The vertices are numbered from 1 to

n = |V |, i.e. V = {c1, c2, . . . , cn}.

Alice

trueIsPresent

root node

left node right node

Rule: Guest(?x) ^ hasName(?x,  Alice ) -> 
IsPresesent(?x, true)

Inference: IsPresesent(Alice, true)

A: characteristic knowledge

Alice

phonehasDevice

root node

left node right node

Rule: Guest(?x) ^ Device(?y)^ isPresent(?x, 
true)^isUnknown(?,true) -> hasDevice(?x, ?y)

Inference: hasDevice(Alice, phone)

B: behavioural knowledge

phone

Allowed
Device

root node

left node right node

Rule: Guest(?x) ^ Device(?y)^ hasDevice(?x,?y) -> 
AllowedDevice(?y)

Inference: AllowedDevice(phone)

C: reclassification knowledge

Figure 5.6: Inferred Graph for Different Knowledge Rules - Characteristic Knowledge
(when value of a data property of an instance of an entity is changed), Behavioural Knowl-
edge (when the value of an object property of an instance of an entity is changed) and
Reclassification Knowledge (when class of an instance of an entity is changed).

Now, the problem is that how can we retrieve the semantics of inferred data from

ontology graph G? First we require a list of all adjacent vertices of distance 1 from

host vertex h. The adjacent vertices of host vertex h can be parent, child or neighbour

(connected via a relational property, i.e., object or data property) in the ontology graph
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G. Depending on the required depth d (level of exploration) for the semantic graph Gs,

we keep on discovering distance 1 vertices of all discovered vertices until required depth

d is reached. A search scope can also be defined to delimit the search to a certain view

S in the ontology graph G, where S = {x, y, z} ∧ x, y, z ⊆ V ∧ x < y < z as shown in

Figure 5.5. The search scope S and depth d affirm that resultant semantic graph Gs

rooted at host h is of depth d and its all vertices are within the scope of S are subset

of V .

5.3.2 Semantic Enrichment of Inferred Graph

In this section, we describe the process of semantic enrichment for the inferred data

gathered from the HAN domain ontology when it is reasoned over by a reasoner. The

inferred data is about capturing any change that occurs in the HAN domain ontology.

In this chapter, we focus on the changes made to the “user view” entities that are exposed

to home users for the specification of their network related preferences. A change in the

HAN domain ontology can be either implicit (caused by inference) or explicit (added

by the user or by the HANmanager itself). The change can be an addition, update

or deletion to “user-view” entities and their properties. In this thesis, we only support

addition or update related changes.

The inferred data represents information about a potential managed event occurring at

the high-level of HAN system when new information is added or existing information is

changed in the HAN domain ontology. For each piece of inferred data, an inferred graph

IG is created. An IG is a three node graph that is populated depending on the category

of inferred knowledge. For the reclassification, characteristic or behavioural knowledge,

the root node of the IG always contains the instance of an entity that is changed in

the HAN domain ontology. In case of reclassification, the left leaf node of IG keeps

the name of reclassified entity class, and for characteristic or behavioural knowledge, it

contains the name of property/variable that has been changed. The right leaf node in

IG remains empty for reclassification knowledge and for characteristic or behavioural

change, it keeps the value of the instance that has been set for property/variable in left

node of IG as shown in Figure 5.6. An IG is a representation of information about

a potential network event in the HAN system. The list of inferred graphs is further

processed to get refined semantics of inferred data.
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Algorithm 3 Semantic Enrichment Algorithm

Step 1: Map elements of Vs (IGs) to Ou

if Vs .size 6= 0 then
foreach element ev in Vs do

if ev.rootnode.name ≈ eu.name ∧ eu ∈ lI then
ev.host← eu

return V̇s

Step 2: Create semantic graph for the elements in V̇s

if V̇s.size 6= 0 then
foreach element ev in V̇s do

call createGraph(ev.instance, d ,Ou)
function createGraph (individual i , Depth d , Ontology Ou))
if d >= 1 ∧ i .visitedAlready == false ∧ i ∈ Ou.lI then

foreach child class ci in i .lCH do
i .lN.add(ci)

foreach parent class pai in i .lP do
foreach object property r in pai.R do

i .lN.add(r .range)
foreach object property r in lPo do

if pai == r .range then
i .lN.add(r .range)

i .lN.add(pai)
foreach object property r in i .R do

i .lN.add(r .range)
foreach object property r in lPo do

if i == r .range then
i .lN.add(r .range)

foreach neighbour n in i .lN do
get n.instance given i .value in query

i .visitedAlready == true

foreach neighbour class n in i .lN do
call createGraph(n.instance, d − 1,Ou)

return V̈s

In Algorithm 3 as a first step, the list of “inferred graphs” (IGs) is saved in a vector Vs.

Every element ev in vector Vs may have a potential mapping to an instance eu within

the “user view” Ou of the HAN domain ontology O. To make the mapping function
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more efficient, the algorithm maintains separate lists of ontological classes lC, object

properties lPo , data properties lPd
and instances (individuals) lI.

As a second step, once appropriate mapping is found in the “user view” part of Ou,

a graph V̇s of related entities within the Ou is built around the mapped instance i of

mapped concept (class) using its entity relationships. Children (sub-classes) and parents

(super-classes) nodes are added as neighbours of instance i. The neighbours of parents

are also added in the neighbour list of instance i. Firstly, entity related classes are added

and then using the value of mapped instance i, the semantic graph V̇s is instantiated.

The instantiated semantic graph contains the instances of neighbours and their related

data properties, however, not every entity class may contain an instance. In that case

semantic enrichment may not work properly as the instance level information provides

specificity to an entity relationship. The semantic graph depth/height is adjustable; for

each level of depth, semantic graph goes through further extension by exploring not fully

visited entities in the semantic graph. By exploiting other related entities through all

possible relationships, semantic graph is stretched forth and instantiated in recursive

manner until all related entities at desired depth level are part of the instantiated

semantic graph V̈s .

5.3.3 Policy Processing by Policy System

In this section, we explain the algorithm for semantic-driven policy processing. The

proposed technique replaces the policy selector as presented in Chapter 4. When an

instantiated semantic graph V̈s is available, the policy processing algorithm retrieves

all managed events Em from the HAN domain ontology O in the form of entity graphs

Ge. An entity graph ge is a three node graph structure similar to inferred graph IG,

containing root node no, left leaf node nl and a right leaf node nr. However, unlike

inferred graphs, entity graphs are populated with the managed events saved in the

policy model of HAN domain ontology O.

In Algorithm 4, for each managed event emi , the instantiated semantic graph V̈s is

searched if the data related to the root node noi is available. A lexical matching tech-

nique using cosine similarity [Tata and Patel, 2007] is used for the searching lexicons in

the ontology O. If mapping for the root node noi is found and then the value of nli is

fetched from the O and set into the right node nri of the entity graph gei and an event
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emi is fired for the policy system. Firing an event indicates that an event emi has oc-

curred in the HAN system and associated system policy pni in the policy repository Rp

of the policy system should be processed for execution. The policy system evaluates the

selected policy pni and if the evaluation process is successful then policy pni is executed

and translated to generate a device specific configurations pdi .

5.3.4 Semantic-Aware Policy Translation

In this section, we explain the algorithm for the semantic-aware policy translation of user

policy rule to generate network configurations. When a system policy pni is executed,

from its pertained user policy rule pui , the information about the action entity ea and

the action property Pda with its newly set value dv, are retrieved.

We assumed that every action property is reflected in the other sub-domains of the HAN

domain ontology, therefore using the action property Pda as a lead to the “device view”

Od of ontology O, a new semantic graph V̄s is created and instantiated using the value

dv of action property Pda of action entity ea. The semantics of action data property

Pda of “user view” Ou are encapsulated through either data property or entity in the

“device view” Od (it depends on how the HAN domain ontology is designed). In this

thesis, the action data properties of “user view” Ou are perceived as entities in “device

view" Od.

In Algorithm 5, using lexical matching, action data property Pda is matched with the

classes enlisted in lC or with the list of data properties lPd
in the “device view” Od.

When a match is found, related information is saved in instantiated vector V̈s . Using

the key and values of recently saved information in V̈s , an extended semantic graph

V̄s is created and instantiated from the “device view” Od. When semantic graph V̄s is

Algorithm 4 Policy Processing Algorithm

if V̈s .size 6= 0 then
foreach element qei in Ge where qei ≡ emi ∧ emi ∈ Em do

if qei .no exists in V̈s ∧ qei .no == ev ∧ ev ∈ V̈s ∧ qei .nl == ev.datapropertyname

then
nri ← ev.datapropertyvalue

call PolicySystem.fire(emi)
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Algorithm 5 Policy Translation Algorithm

if ea ∈ V̈s ∧ ea.Pda ≈ ed ∧ ed ∈ Od then
if ed ∈ Od.lC then

get ed.instance using dv of Pda and ea.value in query
ea.lN.add(ed)

i ← ed.instance

mapped_intance ← ed.instance

if ed ∈ Od.lPd
then

get ed.host.instance using ea.value in query
ea.lN.add(ed.host)

i ← ed.host.instance
call createGraph(i , d ,Od)

return V̄s

if V̄s .size 6= 0 then
pt ← PolicyTemplateRepo(mapped_intance)
fill elements of pt using V̄s

return p̄t

available, an appropriate device specific configuration template structure pt is fetched

from the template repository with the help ofmapped_intance of action entity ea in the

“device view” Od. Using the extended instantiated semantic graph V̄s , the configuration

template pt is filled and transformed into the device specific configuration that is later

enforced on the device.

5.3.5 Complexity Analysis

In this section, we present an asymptotic complexity analysis (time and space) of Al-

gorithms 3, 4 and 5 using the notion given in Table 5.2.
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Table 5.2: Semantic Enrichment Algorithms Complexity Analysis Variables

Variable Name Explanation

b Branching Factor the number of different new states gener-
ated from a state

d Depth of a Solution the shortest length from the initial state to
one of the goal states

k Search Level Level of the search in the graph or tree

n Size of a Problem Size of input in a problem that needs to be
processed

s Search Scope Search scope divides graph nodes

The semantic enrichment algorithm (Algorithm 3) is based on “iterative deepening

depth-first search” (IDS ) [Korf, 1985], however, it does not repeat expanding already

visited graph nodes and, secondly, if a graph node does not belong to the target search

scope, the node is not expanded further. In our algorithm, we use depth limit as a

base function to halt the algorithm along with the search scope to delimit graph ex-

pansion. IDS works by running “depth-first search” (DFS ) repeatedly with a growing

constraint on how deep to explore the semantic graph. This gives a search that is ef-

fectively “breadth-first search” (BFS ) with the low memory requirements of DFS. Thus

it combines the advantages of both search strategies, taking the completeness and opti-

mality of BFS and the minimal memory space of DFS. The completeness and optimality

features are discussed briefly later in this section.

Semantic enrichment may cause extra computation by visiting nodes multiple times,

however, the wasted computation does not affect the asymptotic growth of the run

time for exponential searches and also it helps in completeness for semantic search.

Let us assume that we are generating a semantic graph and it has reached to a depth

d ; IDS expands nodes at depth d once, nodes at depth d − 1 twice, nodes at depth

d − 2 thrice and so on, until depth 1 is reached and nodes are expanded d times; the

time complexity in the worst case scenario is: (d)b1 + (d − 1 )b2 + ... + (2)bd−1 +

(1)bd = O(bd ) where b is (fixed) branching factor and d is depth. However this is not an

actual time complexity of Algorithm 3. The O(bd ) represents the complexity for creating

semantic graph in Algorithm 3 only. For worse case scenario, the complexity of Step 1 in
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Algorithm 3 is n(c) = O(n) where n is the size of the problem. Combining all two steps

together, the time complexity becomes O(bd + n). If the semantic graph instantiation

takes same amount of time as does its creation then the actual time complexity becomes

O(2 (bd ) + n).

The semantic enrichment is based on IDS, so, at any given time it is performing as DFS,

and never searches deeper than depth d . The space it uses is O(k) at each iteration level

k (where k is search level) so it has linear space complexity O(bk) unlike BFS, which

is exponential. Moreover, the semantic enrichment algorithm is complete (it does not

engage in loops), unlike DFS, when the branching factor b is finite. This means, it finds

a solution if it exists and does not get engaged in infinite loops for the loop containing

semantic graphs [Greenlaw, 1990]. The semantic enrichment algorithm is also optimal

when the steps of node exploration are of the same cost for each node, however, results

may vary for different graphs depending on the branching factor.

The policy processing algorithm (Algorithm 4) contains only one “foreach” loops with

“ifelse” statements. In worse case scenario, the time and space complexity of the algo-

rithm is c ∗ (n) = O(n). The policy translation algorithm(Algorithm 5) uses semantic

enrichment algorithm with some additional “ifelse” statements. Therefore in worse case

scenario, the time and space complexity of the algorithm is same as of the semantic

enrichment O(2 (bd ) + n).

5.4 Implementation and Test-bed

The complete test-bed implementation details are given in Chapter 3. The test-bed

used to implement the HANmanager comprised a single Ubuntu Linux router connect-

ing a HAN to the Internet. Two network interface cards are used for converting the

Linux machine to a router. The HAN has one Ethernet client machine (a Windows

XP desktop) and two wi-fi client machines (one Windows XP laptop and one HTC

smart phone). As depicted in Figure 5.7, the HANmanager functional components are

deployed across the HAN gateway router and a server.
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Figure 5.7: HANmanager Test-bed - Illustrating the technology and equipment used
for setting up the test-bed. The semantic manger component adds a layer of abstraction
between home network users and HAN infrastructure, hiding the manageability complexity
of HAN devices and services from the typical home network users. The policy-driven
router acting as a controller gateway between HAN (users, devices and applications) and
the Internet. The arrow connectors show the implementation of HAN control loop and the
orange coloured subunits of framework are the plug-and-play third-party components.

On the client machines, we used the Web Traffic Generator [Technologies, 2007] tool

to generate background TCP web traffic; the Traffic Emulator [Kankanyan, 2009] tool

to generate background UDP traffic, and XLite [Xlite, 2006] is used to make VoIP

calls. The server executed the GUI web editors to allow users specifying the policy and
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knowledge rules. For the implementation of policy and knowledge editors, we developed

JSP [Oracle, 2007] based web interfaces (using the STRUTS [Apache, 2006] framework).

The knowledge is tied in synchronously with the OWL-DL [W3C, 2004]-based HAN do-

main ontology via an OWL-API [Horridge and Bechhofer, 2011] based implementation.

The HAN domain ontology is constructed using Protégé [Gennari et al., 2003] tool and

the ontology is traversed using OWL-API and JENA API [Carroll et al., 2004]. Seman-

tic Web Rule Language (SWRL) [Horrocks, 2011] is used as a language for specifying

user rules in the HAN domain ontology with the help of SWRLJessBridge [University,

2010]. Inference over the SWRL rules is achieved via Jess1 reasoner. Finally, for ontology

queries, we use the Semantic Query-Enhanced Web Rule Language (SQWRL) [Connor

and Das, 2009].

We used PONDER2 [Twidle and Lupu, 2007] policy system to maintain system poli-

cies. PONDER2 facilitates with a general-purpose policy management system with

variety of policy types based on ECA rule structure [Liu, 2009]. This makes easier

for us to translate user defined rules to PONDER policies. The PONDER policies

are generated from the populated policy rule template in the HAN domain ontology

with the help of simplified CIM [de Vergara et al., 2005] based policy model that is

used as policy-semantics meta model. When the PONDER policies are triggered, the

device specific configurations files are generated and enforced on the the router using

the Puppet framework [Loope, 2011]. The Puppet framework implements PEP (Policy

Enforcement Point) to enforce configurations on the router. The semantic enrichment,

policy processing and policy translation algorithms are implemented using Java.

On the router, we used deep packet inspection technique for network monitoring using

TShark [Orebaugh et al., 2006] and ARP [Plummer, 1982] applications. IPtables [Purdy,

2009] are used for generating device specific configurations and implementing IPv4 NAT;

tc-ng2 is used for implementing QoS traffic control (three levels quality of service based

on service type); tcpdump [Fuentes and Kar, 2005] is also used for capturing monitoring

data for subsequent analysis; Perl-based scripts are used for monitoring the traffic queues

and generating descriptive statistics; and bash shell scripts are used to manage the

configuration. In this chapter, we mainly focus on the inferred data monitoring.
1http://www.jessrules.com/
2http://tcng.sourceforge.net/
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5.5 Evaluation

To demonstrate the power of our semantic enrichment technique, we first present three

example scenarios that have been realised using the HANmanager test-bed presented

in §5.4. In the second part of this section, we present quantitative experimental results,

which compare the accuracy of our Semantic Enrichment (SE ) approach over a semantic

search technique termed as Keyword Interpretation (KI ) [Tran et al., 2007]– a popular

lexicon-based semantic search algorithm.

5.5.1 Test Scenarios

For the test scenarios, we assume there are three users in a HAN with names: Ben

(father), Jenny (mother), Tom (son). Ben and Jenny manage the network and indicate

preferences for when and where Tom and guests access the Internet.

5.5.1.1 Test case 1: Identifying unknown devices

Let us assume, there is a guest named Alice, who is visiting Ben’s family for a weekend

and she would like to access the Internet via her smart phone. Ben has already set-up

policy and knowledge rules using the HANmanger editors as follows:

Device(?x)^Unknown(?x)^Guest(?y)

^isGuestPresent(?y,false)->hasDeviceAccess(?x,false)

(Description: if guest is absent, unknown devices have no

access to the Internet and HAN.)

... R1

Device(?x)^Unknown(?x)^Guest(?y)

^isGuestPresent(?y,true)->hasDeviceAccess(?x,true)

(Description: if guest is present, unknown devices have

access to the Internet and HAN.)

... R2

Device(?x)^Unknown(?x)^Guest(?y)

^isGuestPresent(?y,true)->hasDevice(?y,?x)
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(Description: if guest is present, unknown devices any

unknown device belongs to Guest.)

... R3

Device(?x)^Guest(?y)^hasDevice(?y,?x)->hasPriority(?x,1)

(Description: Any device that belongs to Guest

has highest priority.)

... R4

Whenever an unknown device attempts accessing HAN, the HANmanager checks if this

device specifications (MAC address) are available in the HAN domain ontology. If the

device does not exist in the domain ontology, it is added under the unknown devices

category. Due to policy rule R1, the HANmanger changes the device access to the

Internet and HAN.

Suppose on the arrival of Alice, Ben changes the status of the guest from absent to

present in the ontology using a knowledge editor. When Alice accesses the network

using her smart phone, the HANmanager adds Alice’s phone under the unknown device

category as the device does not exist in the HAN domain ontology. However, due to the

inference based on rule R3 and R2, Alice’s smart phone is granted access automatically

to the Internet and the network traffic generated by her device gets highest priority.

At the network level, when user rules are specified using the editor, the HANmanager

picks up the information about managed events entities (Guest, Device) from the user

rules (R1, R2 and R4 ) and related data properties (isGuestPresent, hasDevice) that are

set to be monitored. For rule R1 and R2, all instances of guest entity are monitored

for the data property presence; for R4, all devices are monitored. The list of managed

events is saved in the HAN domain ontology under the policy information model and

user policy rules are translated to PONDER policies; for instance the PONDER policy

for R1 is:

newdom := root/factory/domain.

newecapol := root/factory/ecapolicy.

newevent := root/factory/event.

root/event at: "event1" put: ( newevent create: #( "isPresent" )).

root at: "ecadom" put: newdom create.
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root/ecadom at: "ecapol1" put: ( (newecapol create)

event: root/event/event1;

condition: [:isPresent| isPresent == "false"];

action: [ root/devices/Router setUnknownaccess: 0.];

self).

root/ecadom/ecapol1 active: true.

Upon Alice’s arrival, new knowledge is produced by the inference engine and after

semantic enrichment of inferred data and related events are fired that trigger PONDER

policies. On a PONDER policy triggering, the related user policy rule is translated to

IPTable rules (device specific configurations) and enforced on the gateway router. The

IPTable rule for R1 is given below:

iptables -A OUTPUT -s 192.168.22.1 -j DROP

iptables save

Here Ben only had to include presence of a guest, everything else including IP address

of Alice’s device as inferred automatically.

5.5.1.2 Test case 2: Time and location based policies

Suppose, after 8:00 pm, Tom has no permission to use the Internet from his bedroom.

However, from the communal area, he can access the Internet but not after 10:00 pm.

If we assume that the household contains two access points (one in the bedroom area,

the other in the communal area) then the access point through which a user connects

can provide a coarse form of location detection. The following rules can be applied in

this scenario:

User(?x)^Location(?y)^Time(?z)^hasLocation(?x,?y)^hasAccessTime(?x,?z)

^swrlb:stringEqualIgnoreCase(?y,"Room2")^swrlb:greaterThan(?z,"T20:00")

->hasAccess(?x,false)

(Description: if location is room2 and current time is greater than

20:00, then Tom has no access to the Internet.)

... R1
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User(?x)^Location(?y)^Time(?z)^hasLocation(?x,?y)^hasAccessTime(?x,?z)

^swrlb:stringEqualIgnoreCase(?y,"Room3")^swrlb:greaterThan(?z,"T22:00")

->hasAccess(?x,false)

(Description: if location is room3 and current time is greater than

22:00, then Tom has no access to the Internet.)

... R2

At the network level, the HANmanager picks up information about managed events from

the rules and saved them in the HAN domain ontology. For rule R1, the user name is

monitored along with its Internet access time and location. A related PONDER policy

is generated and set active in the PONDER as shown below:

newdom := root/factory/domain.

newecapol := root/factory/ecapolicy.

newevent := root/factory/event.

root/event at: "event3" put: ( newevent create: #( "name" "location"

"time" )).

root at: "ecadom" put: newdom create.

root/ecadom at: "ecapol3" put: ( (newecapol create)

event: root/event/event3;

condition: [:name :location :time| name == "Tom" location=="Room2"

time>2000];

action: [ root/devices/Router setUseraccess: 0.];

self).

root/ecadom/ecapol3 active: true.

At the device level, when a related managed event is fired (either Tom accesses Internet

from his room after 8:00 pm or from communal area after 10:00 pm), related PONDER

policies are triggered. The managed event related user policy rules are translated to

generate IPTable rules, and enforced on the gateway router. IPTable rule for R1 is

given below:

iptables -A OUTPUT -i eth3 -o eth1 -s 192.168.22.2 -m time

--timestart 20:00 --timestop 08:00 -j DROP
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5.5.1.3 Test case 3: Application specific policies

Ben is making a VoIP call and Jenny is watching a movie on-line. The VoIP quality is

quite poor as most of the network bandwidth has been taken by the video stream. If

the system has following policies in the HAN domain ontology:

VoiceApplication(?x)^hasPort(?x,"sip")

^isActive(?x, true)-> hasBandwidth(?x,"High")

VideoApplication(?x)^VoiceApplication(?y)^hasPort(?x,"rtp")

^isActive(?x, true)^isActive(?y, true)->hasBandwidth(?x,"Medium")

WebApplication(?x)^VideoApplication(?y)^VoiceApplication(?z)

^hasPort(?x,"http")^isActive(?x, true)^isActive(?y, true)

^isActive(?z, true)->hasBandwidth(?x,"Low")

VideoApplication(?x)^VoiceApplication(?y)^hasPort(?x,"rtp")

^isActive(?x, false)^isActive(?y, true)->hasBandwidth(?x,"High")

WebApplication(?x)^VideoApplication(?y)^VoiceApplication(?z)

^hasPort(?x,"http")^isActive(?x, true)^isActive(?y, true)

^isActive(?z, false)->hasBandwidth(?x,"Medium")

WebApplication(?x)^VideoApplication(?y)^VoiceApplication(?z)

^hasPort(?x,"http")^isActive(?x, true)^isActive(?y, false)

^isActive(?z, false)->hasBandwidth(?x,"High")

(Description: if applications being accessed are VoIP,

video stream and web, then give highest priority to VoIP, medium

priority to video stream and low priority to web and ftp up/download.)

... R1-R7

The required bandwidths are allocated to the active applications based on above spec-

ified rules. The HANmanager monitors network and makes adjustments whenever it is

required e.g., re-allocating maximum of bandwidth for video when VoIP call ends. At

the network level, the HANmanager picks up information about the managed events
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from the specified user rules; for all the rules above, applications’ ports are monitored

and related PONDER policies are generated and set active in PONDER. The following

are the PONDER policies for VoIP, Video and Web traffic:

newdom := root/factory/domain.

newecapol := root/factory/ecapolicy.

newevent := root/factory/event.

root/event at: "event4" put: ( newevent create: #( "port" )).

root at: "ecadom" put: newdom create.

root/ecadom at: "ecapol4" put: ( (newecapol create)

event: root/event/event4;

condition: [:port | port == "sip"];

action: [ root/devices/Router setAppBandwidth: "sip" "High".];

self).

root/ecadom/ecapol4 active: true.

newdom := root/factory/domain.

newecapol := root/factory/ecapolicy.

newevent := root/factory/event.

root/event at: "event5" put: ( newevent create: #( "port" )).

root at: "ecadom" put: newdom create.

root/ecadom at: "ecapol5" put: ( (newecapol create)

event: root/event/event5;

condition: [:port | port == "rtp"];

action: [ root/devices/Router setAppBandwidth: "rtp" "Medium".];

self).

root/ecadom/ecapol5 active: true.

newdom := root/factory/domain.

newecapol := root/factory/ecapolicy.

newevent := root/factory/event.

root/event at: "event6" put: ( newevent create: #( "port" )).

root at: "ecadom" put: newdom create.

root/ecadom at: "ecapol6" put: ((newecapol create)

event: root/event/event6;

condition: [:port | port == "http"];
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action: [root/devices/Router setAppBandwidth: "http" "Low".];

self).

root/ecadom/ecapol6 active: true.

At the device level, when a managed event is fired, related PONDER policies are trig-

gered and related user policy rules are further translated to IPTable rules. Following

are TC and IPTable rules for VoIP, Video and Web traffic:

tc class add dev eth1 parent 1:1 classid 1:10 htb rate 1Mbps ceil 2Mbps

prio 1

tc class add dev eth1 parent 1:1 classid 1:11 htb rate 500kbps ceil

1Mbkbps prio 2

tc class add dev eth1 parent 1:1 classid 1:12 htb rate 200kbps ceil

500kbps prio 3

tc qdisc add dev eth1 parent 1:10 handle 20: sfq perturb 10

tc qdisc add dev eth1 parent 1:11 handle 30: sfq perturb 10

tc qdisc add dev eth1 parent 1:12 handle 40: sfq perturb 10

tc filter add dev eth1 parent 1:0 prio 1 protocol ip u32 match ip tos

0x28 0xff classid 1:10

tc filter add dev eth1 parent 1:0 prio 2 protocol ip u32 match ip tos

0x48 0xff classid 1:11

tc filter add dev eth1 parent 1:0 prio 3 protocol ip u32 match ip tos

0x68 0xff classid 1:12

iptables -t mangle -I FORWARD -o eth1 -p udp --sport sip -j TOS

--set-tos 0x28

iptables -t mangle -I FORWARD -o eth1 -p udp --sport rtp -j TOS

--set-tos 0x48

iptables -t mangle -I FORWARD -o eth1 -p udp --sport http -j TOS

--set-tos 0x68

iptables save
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5.5.2 Experimental Results

In this section, we report and discuss the observed results for above mentioned test

cases using our Semantic Enrichment (SE ) approach in comparison with the Keyword

Interpretation (KI ) approach presented by Tran et al. [2007]. The KI algorithm trans-

lates keyword queries to DL conjunctive queries using background knowledge available

in ontologies. It uses keyword interpretation for exploring asserted knowledge and for a

semantics-based declarative query answering process. However, the KI approach does

not take into account the complex hierarchy of relationships among different ontological

concepts/entities; for example, object relationships of parent classes for a child entity,

which eventually results in less rich semantics. Instead it uses direct entity relationship

(object properties) of mapped instance to the keyword. However, entities can be linked

together in a more complex manner sometimes through indirect relationships—object

properties inherited from parent classes. Therefore, the KI algorithm drops many rel-

evant entities in the search algorithm that are indirectly linked. Another difference to

our SE approach is that the KI algorithm searches keyword semantics to build DL

query; in contrast SE uses dynamic DL queries to build semantic graph in progressive

manner, giving a comprehensive semantics search.

In Table 5.3, we show different levels of qualitative performance of both algorithms

using search depth 1 and search scope 1 (“user view”). We initially observed the results

for KI algorithm for above mentioned test cases and found some indirect relationships

are missing in the final results causing failure to trigger relevant policies. On the other

hand, SE returns sufficient semantics of inferred data that result in triggering the correct

policies.

Table 5.3: Comparison of Keyword Interpretation (KI) and Semantic Enrichment (SE)
- A qualitative evaluation of both semantic search algorithms (in relation to triggering of
system/ponder policies) using search depth 1 and search scope 1 parameters.

Test Case 1 Test Case 2 Test Case 3 Test Case 4

KI SE KI SE KI SE KI SE
No. of Entities 1 2 1 3 1 4 1 2

Policy Triggered No Yes No Yes No Yes Yes Yes
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Table 5.4: Comparison of Basic Keyword Interpretation (KI), Enhanced KI (EKI) and
Semantic Enrichment (SE) Algorithms - Another qualitative evaluation of three semantic
search algorithms (in terms of effectiveness) using different graph depth and search scope
parameters.

KI EKI SE

Depth R1 U1 M1 R2 U2 M2 R3 U3 M3

Sc
op

e
1

1 1 0 2 3 2 0 3 0 0

2 1 0 2 3 4 0 3 0 0

3 3 0 1 3 4 0 3 0 0

Sc
op

e
2

1 1 0 4 5 2 0 5 0 0

2 1 0 4 5 2 0 5 0 0

3 3 0 1 5 2 0 5 0 0

Sc
op

e
3

1 1 0 6 7 0 0 7 0 0

2 1 0 6 7 0 0 7 0 0

3 3 0 3 7 0 0 7 0 0

R:Related,U:Unrelated, M:Missing

We modified the KI algorithm (by adding capability to integrate indirect relationships

in semantic search graph) to observe the effects of search depth and search scope param-

eters. The Enhanced Keyword Interpretation (EKI ) algorithm traversed the ontology

iteratively to a specified depth level. We applied all three algorithms to a larger, multi-

domain HAN ontology. The results are tabulated in Table 5.4, which shows the number

of related, unrelated and missing entities (within a search scope) for each of the algo-

rithm with different depth and search scope parameters. We observed that the basic KI

algorithm did not return expected results due to its inability to recognise the complex

relation hierarchy of entities; thus there are high number of missing entities in semantics

search result. The EKI algorithm overcame the issue of missing entities but returned
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a high number unrelated entities in the semantics search result, which are not related

to the defined search scope. Once again SE algorithm provided the appropriate search

results, without missing any related entity or providing unrelated entities in its results.

The SE algorithm found the semantics of inferred data within the defined search scope.

By limiting the search scope, it processed entities more efficiently. With search scope

1, the SE algorithm searched the semantics within the “user view”. The “user view”

search scope is used for finding the semantics of inferred data because we assumed that

inferred knowledge is related to high-level entities (knowledge rules are specified by

home network users through the knowledge editor, which only deal with “user view”

entities). Similarly, the SE algorithm searched in the “device view” for the translation

of user policy rules. With the EKI algorithm it is not possible to limit the scope of

semantics search, therefore causing extra processing of unrelated entities in ontology

graph. It is also notable that both EKI and SE performed equally (in terms of time

and memory consumption) when search scope is set to 3.
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Figure 5.8: Multi charts showing the power of Semantic Enrichment algorithm over
Keyword Interpretation and Enhanced Keyword Interpretation algorithms for the retrieval
of entities from ontology in terms of related, unrelated and missing entities.
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5.6 Summary

The measurements presented in Tables 5.3 and 5.4 are subjective and limited, yet indica-

tive of the degree of significance and efficiency in retrieval and processing of semantics.

Moreover, the experiments also showed that by defining search scope at different levels,

relevance of searched entities is higher for Semantic Enrichment algorithm as showin in

Figure 5.8.

5.6 Summary

In this chapter, we presented the HANmanager, a framework for management of home

area networks that incorporates generic techniques for semantic enrichment of inferred

data from HAN domain ontology, and processing of selected policies based on extracted

information from the inferred data. The HANmanager alleviates ordinary, non-technical

home network users from specifying complex system policies and writing configuration

scripts to set-up their network devices. Our policy processing technique automatically

enforces user-defined preferences, and facilitates ease-of-configuration for the ordinary

users without requiring them to understand the network system and network manage-

ment processes. Our semantic enrichment algorithms are shown to retrieve the seman-

tics better compared to the other popular semantic retrieval techniques. Thus we have

addressed the list of challenges that we presented earlier in this chapter.
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Chapter 6

Policy Translation using
Ontology-based Meta Model

In user driven complex control systems, translating user rules is desirable if a system

needs to map user objectives to system configurations. Considering policies as rules, the

process of policy translation is difficult due to the inherent complexity of transforming

abstract concepts into something concrete and entirely meaningful to a system. Formal

semantic models can harness this translation process by connecting the concepts at

different abstraction levels but existing policy languages do not provide semantic models

that capture concepts’ semantics embodied in policy languages.

In this chapter, we attempt to explain the process of semantic translation of user-defined

abstract rules. It is important to note the basic definition of policy translation used

in this thesis report before we proceed any further. We consider semantic-aware policy

translation as a process of mapping concepts of a policy language in one domain or

a sub-domain to the concepts of another policy language in another domain or sub-

domain, with an assumption that the information in both source and target policy

languages and their domains or sub-domains are related to each other in some manner.

The inferred information that are extracted through the translation technique is later

used applying user policies in the form of system configurations to manage Home Area

Networks (HANs). The presented technique manipulates a HAN domain model that is

represented in an ontological form, for translation of user policies to system configura-

tions. The HAN domain model is a knowledge base that contains the information of

117



different entities of domain (users, devices, and applications etc.) in a structural man-

ner. The ontology-based domain model is core of our technique for policy translation;

further details can be found in Chapter 3.

The main contribution of this chapter is the extension of the semantic translation algo-

rithm, Usage and Change Control (UCC ) [Barret, 2009], which is used to map policy

concepts in policy languages to policy meta-model concepts and meta-model helps in

translation of a policy language to another policy language that also uses the meta-

model.

6.0.1 Introduction

There exists a gap between the users and their actual network systems. This gap can

be explained in terms of lack of understanding of the systems by their users. If user and

HAN systems represents two domains, the gap can be filled by determining how concepts

within the two domains or sub-domains coexist and relate to each other. Domain

modelling, as explained in Chapter 3, is a method used for capturing and representing

the domain concepts. It provides an articulation of the meaning behind concepts, which

are present in a domain. The resulting domain model acts as a formalised context behind

the nature of the elements in the working system based on real world concepts.

Lack of formal policy semantic models for existing policy languages is one of the major

hurdles in translation of policies for a policy-based HAN management. Particularly,

the translation of declarative policies to executable policies with respect to the policy

continuum [Davy et al., 2008] is extremely difficult. The policy continuum has different

policy definition and abstraction levels with respect to a network management system.

The declarative policy languages at high-levels of network systems are usually abstract in

nature and therefore employ a flexible and uncomplicated syntax model to incorporate a

wider domain of application [Damianou et al., 2001]. By contrast, the executable policy

languages used to configure network devices are often domain specific with concrete

syntax format and limited application. Policy translation is complex due to the missing

connections between abstract and concrete policies. To simplify policy translation, we

consider two levels of policy abstractions; user-level and device-level. The policies at

user-level are mostly declarative and the policies at device level are executable.
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6.1 Policy Translation Technique using Meta Transition

In this chapter, we use a simplified version of a policy model (e.g. DEN-ng [Jennings

et al., 2007] and CIM [de Vergara et al., 2005]) to link two different policy languages

defined at different abstraction levels. We used SWRL [Horrocks, 2011] as high-level

policy language to define user requirements and translated them to IPTables rules with

the help of an ontological model. The ontological model contains the syntax, semantic

and domain models of both policy languages. The generated policies, using the onto-

logical model, aimed to classify HAN traffic in different priority queues to improve user

experience. We used the Puppet framework [Turnbull, 2007] to enforce policies on a

HAN gateway that manages the HAN devices and the services.

The major contribution of this chapter is the extension of Usage and Change Control

(UCC ) algorithm [Barret, 2009]. The UCC algorithm is initially proposed to define

semantic mapping of policy languages and their translation. However, the employed

policy languages have to be of equal abstraction levels otherwise UCC fails the viability

step (see [Barret, 2009] for further details). We extended the UCC algorithm to address

this problem and used the algorithm for translation of policy languages of different

abstraction levels.

6.1 Policy Translation Technique using Meta Transition

In this section, we give an overview of Policy Translation technique for transforming

user defined rules into system configurations for HAN management. A subset of the

HANmanager framework, used for policy translation, is shown in Figure 6.1. The

framework works as follows: when the policy system fires the policies to be executed,

the policy manager takes the user defined policy and by using the semantic graph and

policy meta-model, it translates the policy into system configurations. The generated

configurations are applied on the target system or device.

Policies play an imperative role in rule-based HAN management as they can formalise

the concepts of rules and decision making. The policies at each level of HAN system may

at first appear disparate in syntax but they can be linked via semantics [Barret, 2009].

However, variations in syntax and their applications have made translation extremely

complex. The translation process requires four major knowledge components to link

policy concepts in source and target policy languages:
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Figure 6.1: The HANmanager Framework - Highlighting the role of Policy Translator
transforming user defined policies into system configurations. Policy Translator uses a
policy meta model to translate a policy in a policy language to another.

1. domain knowledge of entities in policy domains;

2. syntactic knowledge of policy languages;

3. semantic knowledge of policy concepts embodied in policy languages and entities

in the domains;

4. pragmatic knowledge of policy concepts in relation to entities in respective do-

mains.
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Figure 6.2: Simplified Policy Model - Showing the structure of policy model that is used
as a meta model to retrieve policy related semantics for the HAN domain entities. In the
diagram, a user preference is saved in the policy model in the form of a declarative policy
rule using the “user view” entities of HAN domain ontology.

The domain knowledge specifies entities roles, properties and their relationships with

each other. A domain defines the entity model, where source and target policy languages

can be applied. In our experiments, we use user, network/system and device as three

policy domains, each domain having its own policy language. However, we used a simple

syntactic translation of user level policy to network/system level policy (to make user

policy executable when relevant event occurs) and semantic translation of user level

policy (when is executed with the help of system/network level policy) to device level

policy. In this chapter, we only focus on semantic translation of user level policy to

device level policy that would require syntax and semantic knowledge. The syntactical

knowledge defines the grammar rules for a policy language. The semantic knowledge

defines meaning of policy concepts and entities in policy domains. The pragmatic

knowledge defines the rules governing policy concepts in relation to the entities involved

in policy domains. In our approach, we used an OWL-DL based ontology to define

syntactical, semantic, pragmatic, and domain knowledge for source and target policy

languages. To relate policy concepts of two different policy languages, we require a

semantic model that contains semantics for the vocabulary used in policy languages

and definition of how policy concepts are interrelated. The policy information models

(e.g. CIM, SID, DEN-ng) can be used as semantic models to formulate policy concepts

from the domain. This chapter argues for the use of a similar technique to map abstract

policy concepts (in one domain or sub-domain) to concrete concepts (in another domain

or sub-domain) by using semantic models. The CIM policy rule model is illustrated
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in Figure 6.2. The PolicyRule class defines the “event-condition-action” semantics that

form a CIM policy rule. Following example shows that how CIM policy model can be

used to define semantics of policy concepts in a policy language.

Let us take a simple example of two network traffic flows “x” and “y”. The HAN user

wants to give high priority to traffic “x” over traffic “y”.Representing the user requirement

in SWRL, using the concepts and properties of HAN domain model, will look like as

shown in (a):

NetworkService(?x) ^ hasLevel(?x ,?a ) ^ hasPriority(?a , ?b ) -> hasPriority(?x ,?b)

... 1

The semantic representation of policy rule (a) in a simplified CIM ECA format is shown

in (b):

Event: NetworkService(x)
Condition: hasLevel(a)
Condition: hasPriority(b)
Action: hasPriority(b)

In a similar fashion, the semantics of policy concepts in the IPTables language can be

defined in terms of CIM policy model. The proposed policy translation technique in

this chapter uses a sub-set of the CIM policy model in ontological form. The translation

process involves mapping of high-level and low-level policy concepts to CIM and it leads

to mapping of high-level policy concepts in the source language to low-level policy con-

cepts in target language. This technique is called meta-transition and is shown in Figure

6.3. The policy concepts in SWRL and IPTables are represented in ontological form and

mapped to CIM policy model for semantic translation. The mappings information of

SWRL and IPTables policy concepts to CIM policy model is further utilized to discover

connections between both policy languages. The technique is explained below:

1. Define ontological models for source and target policy languages in one domain

ontology containing syntax, semantics, and domain entities;

2. Define high-level requirements into SWRL rules and apply them on domain on-

tology;
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Figure 6.3: Policy Translation - Translation of User Requirements in the form of High
Level Policy Language to Device Configuration with the help of Meta Model

3. Execute the mapping algorithm to map high-level and low-level policy concepts

to meta-model for semantic definition;

4. Execute the discovery algorithm to determine the relations among high-level and

low-level policy concepts;

5. Generate the low-level policies and parse them into network configuration.

6.2 Usage and Change Control Algorithm

This section gives an overview of Usage and Change Control (UCC ) algorithm [Barret,

2009] for meta-transition technique. Typically, policy translation approaches concen-

trate exclusively on the syntactical translation of policy. Consequently, the motivation

for UCC algorithm is to assist in the realisation of semantic-aware policy translation.

The UCC algorithm is not coupled with any particular syntactical translation approach.

Instead, it can be executed to augment any existing or future syntactical translation ap-
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proach. Table 6.1 presents abbreviations and their meaning used in UCC and extended

UCC (EUCC ) algorithms.

Table 6.1: Algorithmic Abbreviations

Abbreviations Explanation

PL PolicyLanguage
PLO PLOntology
PLC PLConcept
PLP PLProperty
PLI PLIndividual
PLOR PLORepository
OMR OntologyMappingRepository
PLIO PLInterlinguaOntology (Meta-Model)
MAP Mapping of PLC1 to PLC2.
MMD MapMetadata
OMD OntologyMetadata
MF MappaingFormat
IO Interlingua Ontology
IOS Interlingua Ontology Syntax
OF Ontology Format
IOF Interlingua Ontology Format
KRF Knowledge Representation Format

6.3 Semantic Translation Algorithm

The existing ontological mapping techniques do not support mapping between the con-

cepts at different abstraction levels and therefore we propose a meta-transition tech-

nique that translates abstract policies to concrete policy policies. We use the ontological

concept matching and mapping modules of the Usage and Change Control (UCC ) al-

gorithm [Barret, 2009] for meta-transition technique. The UCC algorithm is initially

proposed for semantic translation of policies at the same abstraction level. We extend

the UCC algorithm to map policies of different abstraction levels. Initially, we develop a

domain ontology containing policies concepts for SWRL, IPTables, HAN topology and

Linux applications (IPTables and Traffic Control) but later we redesign the ontology to

keep policies separate from the domain ontology.
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Figure 6.4: Usage Change and Control Algorithm Part 1 - Showing the different steps of
UCC algorithm.

The UCC algorithm is divided into 2 parts; part 1 is responsible for ensuring that an on-

tology that defines the semantics of the policy concepts embodied in a particular policy

language exists and that mappings from the policy language ontology to the Interlingua

ontology (policy semantic model) are established correctly. Part 2 is responsible for

determining if semantic translation from a source policy language to a target policy

language is viable. Part 2 is independent of Part 1 and vice versa. Therefore, policy

manager aiming to determine if the semantic translation policy language concept is

viable may commence the investigation at Step 1 in Part 2. However, we only explain

the part 1 that is extended and used for semantic translation algorithm and assumed

that policy translation is viable. The part 1 of UCC algorithm is shown in in Figure 6.4.

A meta-model is defined manually by adding object and data properties to link SWRL

and IPTables policy concepts in the domain ontology.
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Table 6.2: Algorithmic Notations

Notation Explanation

a ∈ S Element a belongs to S
S ∪ a Set S union a
S ∩ a Set S intersection a
PT Power Set T
b : PT b is element of PT
∃!i ∈ S, i− 1 = 0 There is exactly one i, which belongs to S where i-1=0
∃i ∈ S, i− 1 = 0 There exists one or more i, which belongs to S where i-1=0
∀i ∈ S, i− 1 = 0 For all i, which belongs to S where i-1=0
(R× S × T ) A tuple consisting of an entity from each set specified
funct : (A)

.
= (B) A function specification, the parameter is from the set A and the result if from the set B

(f ◦ g)(x) Apply f after g to x
aLS It behaves like set union but it is only defined for disjoint pairs of sets

Our initial meta-model that we designed, lacked a standardized approach for linking the

policy concepts and then we used a subset of CIM policy model as a meta-model. The

CIM policy model defines all the elements of a policy language and their relations to

each other in a hierarchical manner. In this chapter, we present the new and modified

modules of EUCC as shown in Algorithms 6, 7 and 8. Table 6.2 provides the explanation

of notions used in EUCC algorithm. We used the relational hierarchy of ontology to

determine the connections between abstract policy concepts in SWRL (a user level

policy) and concrete policy concepts in IPTables (a device level policy).

The extended UCC (EUCC ) algorithm defines an approach to map policy concepts to

meta-model concepts based on concept-type attributes. The extended UCC algorithm

matches concepts type using a set of attributes. The concept-type attributes can be

added as data properties for all policy concepts of source and target policy languages in

the domain ontology. Unfortunately, existing ontology tools do not support matching

of concepts based on attribute value. Therefore, UCC or EUCC algorithms are not

currently supported by any ontology mapping tool. Nevertheless, manual mappings

can be defined using the Protégé PROMPT plug-in1.
1http://protegewiki.stanford.edu/wiki/PROMPT
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6.3 Semantic Translation Algorithm

6.3.1 Define Type Module

Algorithm 6 Semantic Translation Algorithm: Define Type Module

function defineSameType/DiffType (PLO1 × PLIO1)
DiffType1 = idDiffType(PLO1, PLIO1)

SameType1 = createNewType()

if ∃i ∈ PLConcept.SameType1 ∩ {i} = null ∧ isPartOfPLOntology(i, PLO1)

then
SameType1 =

SameType1 ∪ { (checkTypeAttributes(i,∀j ∈ PLConcept.isPartOfPLOntology
(j, PLIO1)))}
SameType1 =

SameType1 ∪ {(checkTypeAttributes(∀j ∈ PLConcept.isPartOfPLOntology

(j, PLIO1), i))}
uploadType (PLOR1 × SameType1)
uploadTypeMetadata (MMD1 × PLOR1)

return definedMapping

This is the new module in the EUCC algorithm, which defines policy concepts in terms

of the meta-model concepts based on concept type attribute. This module only covers

the policy concepts and will be extended for properties and individuals. Algorithm 6

shows the module description in Vienna Development Method (VDM) notation [Bjørner

and Jones, 1978].

The type attributes form a set of data and object properties associated with each

entity and define the semantic information to classify the entities broadly into: event,

condition, action, variable, operator, value, source, target etc.

6.3.2 Find Match or Mismatch Module

This is a modified module of the UCC algorithm, which finds matching policy con-

cepts. Ontology matching involves the identification of semantically related concepts.

The EUCC algorithm is application and implementation independent, and any concept

matching technique (e.g. lexical, fuzzy matching) can be used. We used lexical match-

ing and semantic similarity functions to match the policy concepts. Algorithm 7 shows

the UCC find match/mismatch module.
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Algorithm 7 Semantic Translation Algorithm: Find Match/Mismatch Module

function findMatch/Mismatch/DiffType (PLO1 × PLIO1)
Mismatch1 = idMismatch(PLO1, PLIO1)

Match1 = createNewMatch()

if ∃i ∈ PLConcept.Match1 ∩ {i} = null ∧ isPartOfPLOntology(i, PLO1) then
Match1 =

Match1 ∪ { (match(i,∀j ∈ PLConcept.isPartOfPLOntology (j, PLIO1)))}
Match1 =

Match1 ∪ {(match(∀j ∈ PLConcept.isPartOfPLOntology (j, PLIO1), i))}
if ∃i ∈ PLProperty.Match1 ∩ {i} = null ∧ isPartOfPLOntology(i, PLO1) then

Match1 =

Match1 ∪ { (match(i,∀j ∈ PLProperty.isPartOfPLOntology (j, PLIO1)))}
Match1 =

Match1 ∪ {(match(∀j ∈ PLProperty.isPartOfPLOntology (j, PLIO1), i))}
if ∃i ∈ PLIndividual.Match1 ∩ {i} = null ∧ isPartOfPLOntology(i, PLO1) then

Match1 =

Match1 ∪ { (match(i,∀j ∈ PLIndividual.isPartOfPLOntology (j, PLIO1)))}
Match1 =

Match1 ∪ {(match(∀j ∈ PLIndividual.isPartOfPLOntology (j, PLIO1), i))}
uploadType (PLOR1 ×Match1)

uploadTypeMetadata (MMD1 × PLOR1)

return definedMapping

The similarity σ between two entities i and j is a function: o × ó → < , which can be

described as:

∀i ∈ o,∀j ∈ ó, σ(i , j ) ≥ 0 ... positiveness (6.1)

∀i ∈ o, ∀j ∈ ó, σ(i , i) ≥ σ(i , j ) ... maximality (6.2)

∀i ∈ o,∀j ∈ ó, σ(i , j ) ≥ σ(j , i) ... symmetry (6.3)

Where o and ó are two ontologies. The similarity can be expressed using real numbers

< → [0, 1] . The similarity rules for entities i and j are given below:

∀i ∈ o,∀j ∈ ó, σ(i , j ) = 1↔ i = j ... identical (6.4)

∀i ∈ o,∀j ∈ ó, σ(i , j ) < 1, σ(i , j ) > 0↔ i ≈ j ... similar/dissimilar to a certain degree
(6.5)

∀i ∈ o, ∀j ∈ ó, σ(i , j ) = 0↔ i 6= j ... Non identical (6.6)
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6.3.3 Define Mapping Module

Algorithm 8 Semantic Translation Algorithm: Define Mapping Module

function defineMap (PLO1 × PLIO1,Match1, OMR1)
MF1 = selectMappingFormat(PLO1, PLIO1)

MAP1 ∧MAP2 = createEmptyMap(MF1)

if ∃i ∈ PLConcept.AttemptedPLO2PLIO ∩ {i} = null then
MAP1 =

MAP1 ∪ { (mapElement(i,Match1,MF1, PLOnt2InterlinguaOnt}
AttemptedPLO2PLIO = AttemptedPLO2PLIO ∪ i}

if ∃j ∈ PLProperty.AttemptedPLO2PLIO ∧ {j} = null ∧
isPartOfPLOntology(i, PLO1) then

MAP1 =

MAP1 ∪ { (mapElement(j,Match1,MF1, PLOnt2InterlinguaOnt}
AttemptedPLO2PLIO = AttemptedPLO2PLIO ∪ j}

if ∃j ∈ PLIndividual.AttemptedPLO2PLIO ∧ {k} = null ∧
isPartOfPLOntology(i, PLO1) then

MAP1 =

MAP1 ∪ { (mapElement(j,Match1,MF1, PLOnt2InterlinguaOnt}
AttemptedPLO2PLIO = AttemptedPLO2PLIO ∪ k}

if ∃i ∈ PLConcept.AttemptedPLO2PLIO ∩ {i} = null then
MAP2 =

MAP2 ∪ { (mapElement(i,Match1,MF1, PLOnt2InterlinguaOnt}
AttemptedPLO2PLIO = AttemptedPLO2PLIO ∪ i}

if ∃j ∈ PLProperty.AttemptedPLO2PLIO ∧ {j} = null ∧
isPartOfPLOntology(i, PLO1) then

MAP2 =

MAP2 ∪ { (mapElement(j,Match1,MF1, PLOnt2InterlinguaOnt}
AttemptedPLO2PLIO = AttemptedPLO2PLIO ∪ j}

if ∃j ∈ PLIndividual.AttemptedPLO2PLIO ∧ {k} = null ∧
isPartOfPLOntology(i, PLO1) then

MAP2 =

MAP2 ∪ { (mapElement(j,Match1,MF1, PLOnt2InterlinguaOnt}
AttemptedPLO2PLIO = AttemptedPLO2PLIO ∪ k}

uploadType (OMR1 ×MAP1)

uploadTypeMetadata (MMD1 ×OMR1)

uploadType (OMR1 ×MAP2)

uploadTypeMetadata (MMD2 ×OMR1)
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This is a modified module of the UCC algorithm, which maps one policy concept to

another policy concept based on the find match/mismatch criteria. Once a mapping

format has been decided, two new mapping containers will be created. One mapping

container holds mappings from policy language ontology elements (concepts, properties

and individuals) to the meta-model (Interlingua) ontology elements and a second map-

ping container holds mappings from meta-model ontology elements to policy language

ontology elements. The module is explained in Algorithm 8. The mapping of concepts

in two policy languages is performed on the instantiated semantic graph.

6.4 Evaluation

For the policy translation experiments, a network traffic classification test case is con-

ducted. In a typical HAN, there can be several types of network traffic e.g. VoIP, Audio

and Video on demand, Web and many more. Usually, the HAN traffic works in best

effort fashion, meaning QoS is not guaranteed. The HAN traffic quality can suffer due

to bursty traffic, which usually gets most of the network bandwidth at the expense of

other network traffics. Moreover, sometimes users’ applications and systems connected

to HAN require network resources more than the network capability. In such situations

no service gets satisfactory share in network resources.

This leads the network into a state of congestion, which sometimes chokes network traffic

flow and results in poor quality of network services. Mostly, the solution to resolve

congestion issue is to get more bandwidth for the network but logically it alleviates the

issue temporarily but does not provide any long lasting remedy for healthy networking

operations. The provisioned QoS is statically achieved by configuring network resources

for different types of network traffic flows. Most of QoS approaches are static using

priority queues, data flow control and packet marking etc. We configured provisioned

QoS for HAN traffic. The autonomic traffic classification experiments are based on a

test scenario that assumed a HAN user is conducting a VoIP call and other internet

activity simultaneously. Without QoS management, the VoIP call quality is adversely

affected (including packet loss, delay and jitter). After using policies to prioritize and

classify different traffic flows, packet loss decreased to 30% and VoIP quality improved

dramatically. The user policies defined using SWRL are translated to IPTables using
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Figure 6.5: Ontological Concepts Mapping - Showing the process of concept mapping to
for translation of concepts in an ontology using using PROMPT.

meta-transition technique of high-level requirements to network configurations without

user intervention.

The Protégé plug-in PROMPT [Malik et al., 2010] is used to find matches between con-

cepts represented in the domain ontology. For the convenience of experiments, we broke

the domain ontology into two ontological sub-models: domain model of HAN and CIM

policy model as meta model. The simulations are conducted with PROMT supported

mapping techniques -e.g. UMLS [Lomax and McCray, 2004](Unified Medical Language

System), Lexical, and FOAM [Ehrig and Sure, 2005](Framework for Ontology Align-

ment and Mapping) along with UCC and EUCC. Due to the difference of abstraction

levels of policy concepts and difference in ontological alignment, only manual mapping

is achievable. The process of ontological mapping is shown in Figure 6.5 using the

meta-transition technique. The conventional mapping techniques failed because of the

differences in taxonomy and lexicons terminologies in the ontologies. Similar results

have been presented in the thesis by Barret [2009]. FOAM employs a concept align-

ment formula that uses a combination of syntactical and lexical matching but most the

above evaluated techniques including FOAM highly rely on lexicon matching for map-

ping the concepts in the ontology so they suffered badly due lack of semantic correlation
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information among concepts.

UCC, 11%

UMLS, 0%

EUCC, 100%

FOAM, 0%

Lexical, 11%

0% 20% 40% 60% 80% 100% 120%

Mapping of SWRL to IPTables Entities 

Figure 6.6: Analysis of different mapping techniques - Showing the results of mapped
concepts in percentage using UCC, UMLS, EUCC, FORM, and Lexical mapping technique
with help of PROMPT plugin in Protégé.

The Figure 6.6 shows the comparison of different mapping techniques for policy concepts

at different abstraction levels, showing EUCC with the highest performance rate. The

UCC used lexical matching technique so the results are same as for the lexical-based

mapping technique. The analysis is conducted only for the frames (classes), which does

not cover the slots (properties) and instances. Table 6.3 shows the details of mapped

frames of SWRL and IPTables to CIM policy model using the meta-transition technique.

Lexical and UCC managed to map few frames but EUCC managed to map all of the

frames compared to other techniques.
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Table 6.3: Mapping of SWRL and IPTables Policy Concepts to CIM (Policy Meta-Model)

SWRL to CIM Mapping

Lexical/UCC FOAM EUCC UMLS
M* NM** M NM M NM M NM

7 5 0 12 12 0 0 12

IPTables to CIM Mapping

Lexical/UCC FOAM EUCC UMLS
M NM M NM M NM M NM
9 8 0 17 17 0 0 17

M*= Mapped, NM**=Not Mapped

6.5 Summary

The meta-transition technique presented in this chapter supports the semantic transla-

tion of policies at different abstraction levels. Most of the existing translation techniques

focus on the syntactical translation without explicit consideration of policy semantics

and UCC, a semantic based technique, does not cater the difference of semantic abstrac-

tion levels of different policy languages. We extended the UCC algorithm and explains

the approach for policy translation. The proposed technique can also be used for simple

syntactical policy translation. For future work, advance ontology tools can be devel-

oped to simplify the translation process and to support the meta-transition technique.

We use SWRL and IPTables for the practical reasons because they both have different

semantic levels. Further experiments can be conducted to test the technique with other

policy languages at different levels of semantic difference.

133



Chapter 7

User-driven Certainty Factor
Support Model to Resolve Semantic
Conflicts

In this chapter, we present our investigation of the problem related to conflicting ex-

clusive disjunctive uncertain inference rules. We extend a classical conflict resolution

technique, the Certainty Factor Model [Dan and Dudeck, 1992, Heckerman, 1990], with

an intelligent user driven approach to resolve the conflicts in inference rules. We out-

line the theoretical foundation of our approach and describe the reasoning capabilities

and algorithms for the proposed technique. We demonstrate the perceived effectiveness

of our approach through presentation of experimental results in comparison to proba-

bilistic approaches based on real time test scenarios using a test-bed. We envision the

application of our approach in smart homes that have evolved as new challenging envi-

ronment for user driven intelligent systems. Most of the existing management solutions

struggle due to inflexibility to adapt to new changing requirements in our homes and

scarcely involve home users in the management process.

7.1 Introduction

This chapter builds upon our previous Chapter 5 with following three main contribu-

tions. Firstly, we extend the Certainty Factor Model [Dan and Dudeck, 1992, Hecker-
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man, 1990] to deal with independent exclusive disjunctive uncertain rules. Secondly,

we propose a belief support model based on supporting rules that can help to resolve

conflicted uncertain rules. Lastly, we propose user feedback loop to deal with dead-locks

caused by unresolved conflicted uncertain rules. The chapter is structured as follows: in

§7.1, we introduce the role of users in decision systems and the HANmanager framework

to support users in decision systems. In §7.2, we outline the main research challenge

addressed in this chapter. §7.3 explains a problem scenario that will be used in rest

of chapter to explain the construction of proposed technique. In §7.4, we explain the

limitations of two major approaches to resolve uncertainty and present a support model

that layouts the crux of our technique. In §7.5, we present the abstract algorithms to

explain our proposed technique. §7.6 provides empirical results for evaluation of our

technique in comparison of other most popular technique. Finally, in §7.7, we conclude

and summarise our findings and outline further work.

7.1.1 User-driven Decision System in Smart Homes

In the last decade, convergence of network enabled devices and complex network ser-

vices have changed the traditional view of home area networks (HANs). Recent research

developments are aiming to realise the vision of smart home networks in next decade.

However, most of the current attempts for well connected smart homes are still far

behind a reality. Many of the proposed approaches [Chetana Sarode, 2012, Gaul and

Ziefle, 2009, Meyer and Rakotonirainy, 2003] lack substantial user involvement in their

proposed solutions. These management systems (lacking fine grained user control) most

of the time tend to make decisions on the behalf of home users, some times disregarding

actual user requirements, which results in losing viability in typical smart management

scenarios e.g., power and energy control, and security. Hence, these systems also become

inadequate to adapt to changing user requirements. Taking home user inputs (as gov-

erning rules) in the HAN control loop [Jennings et al., 2007, Kielthy et al., 2010] may

increase viability of a system in a practical manner, but it also increases the chances of

imprecise knowledge flow if rules are logically inaccurate and can lead erroneous system

behaviour if not handled properly. Even if user defined rules are logically sound, still

there can be situations where two independent rules may end up in a conflict because of

dynamic contextual changes–such situation can also occur if control system relies on the
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input of faulty devices or systems. Under these circumstances, conflicts in decision con-

trol systems are inevitable. This chapter revolves around the problem of conflicted user

rules, conflicts that can be detected at run time when the rules are set to be executed

but difficult to resolve because of the associated evidential uncertainty.

Rule

LHS
Antecedent

IF  ...  .THEN .
RHS

Consequent

Knowledge 
Base

Working 
Memory

Inference Engine

Pattern Matcher

Execution

Facts Rules

Knowledge

Rules

Rule 1,
Rule 2,
Rule 3,
  .

Rule n

Agenda / Conflict Set

Rule 3 Conflict Resolution

Figure 7.1: An inference engine takes facts/evidences and rules and processes them to
infer new knowledge using deductive reasoning. Sometimes there can be conflicting rules
that might interfere with inference. Conflict resolution is to resolve the conflicts and pick
most appropriate rule for execution.

7.1.2 Inference Rules and Inference Engine

Logic is central to our HANmanager framework. Logic basically explicates the manner

of performing reasoning, which is then used by the control systems within the Home Area

Network (HAN ) system to make intelligent decisions at the time of need. Considering a

HAN logical system as an expert system, we can divide it into three main components
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[Griffin and Lewis, 1989]: knowledge base, inference engine and working memory as

shown in Figure 7.1. There exist many modes of formal reasoning but one of the most

popular kinds is rule-based reasoning [Bryant, 2009, Clark, 1988], which is an obvious

choice in case of the HANmanager to accommodate home users in the HAN control

loop with the help of inference rules.

An inference rule containing a set of premises (facts/evidences) and a conclusion, rep-

resents a presumed rationale behind a piece of knowledge in the knowledge-base. The

inference rules used in our framework have two structural constituents [Poole, 1997]:

antecedent and consequent. There exist three main types of antecedents: conjunctive,

disjunctive and negative. In our work, we use SWRL [Horrocks et al., 2004] to rep-

resents inference rules, and it only supports conjunctive antecedents and single action

consequent to our best knowledge. The rule-based semantic reasoner in our framework

renders over knowledge and rules specified in the knowledge base, and draws conclu-

sions for an intelligent HAN management system. We assume that the HAN user

provides basic knowledge facts and specifies the inference rules through intuitive inter-

faces; based on the given facts and HAN -specific knowledge, the inference engine can

infer new knowledge and can also learn. It is important to note that SWRL does not

facilitate updating the existing knowledge in the knowledge base due to its monotonic

nature (discussed later in this chapter). The Jess reasoner [Friedman-Hill, 2003, Labo-

ratories, 2009], a rule based inference engine, is used in our test bed (discussed later in

this chapter); it performs forwarding chaining by default, which is based on deductive

reasoning. Jess implements the reasoning process by finding rules in the knowledge base

that correspond to the facts or data in the working memory. All rules that match the

current problem state (criteria) are selected into a conflict set (rules to be executed).

A single rule from the conflict set is selected based on the employed conflict resolution

strategy and action part of the selected rule is performed. It may result in changing the

working memory and so does the knowledge base if required in an ideal situation.
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7.1.3 HANManager- Rule-driven HAN Management System
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Figure 7.2: User-Centric, Policy-based HAN Management System: a semi-automated
approach to manage and control home devices, applications and systems through system
policies that are translated to network configurations. The figure shows the main compo-
nents of the HANmanager. The inference engine plays a vital role in a rule based system
and one of the main components of an inference engine is conflict resolution that is high-
lighted above.

The idea is to involve ordinary home users in the control loop of their home networks,

which essentially helps them managing their network resources and other controllable
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entities involved in the HAN system -e.g., people, devices and services, according to

their preferences with the help of rules. In the HANmanager, we have distinguished

the user-defined rules into three categories: knowledge, policy and inference rules. The

policy rules are user instructions for the system to act in certain way; inference rules are

to aid thinking process and knowledge rules provide grounds for thinking. Our previous

work (presented in Chapters 4 and 5) led us towards the classical problem of inference

conflict that causes the HANmanager to work abnormally in the presence of imprecise

information.

7.2 Problem Statement: Inference Conflict and Resolution

Typically, most formal logic systems adhere to the rules of classical reasoning [Sullivan,

2005], where monotonicity [Truszczynski, 1991] is one of major principles. Monotonicity

is a reasoning property that states that new knowledge facts and rules added to the

knowledge base should be admissible and should not affect the state of previously added

facts and rules. However, to address the challenges of changing requirements and system

adaptability, we require a non-monotonic reasoning system [Egly and Tompits, 1997]

in the HANmanager so that the inferred knowledge should also be reflected in the

knowledge base. However, introducing a non-monotonic logical system in HAN can

induce many levels of other logical and semantical conflicts as well as inconsistencies in

the knowledge base. On the other side, a monotonic logical system loses its usefulness

in the HANmanager otherwise. The literature depicts that there are a number of

successful attempts of using non-monotonic reasoning approach with the combination

of ontology-based knowledge systems [Antoniou, 2002, Esposito, 2007].

SWRL follows the monotonicity principle, and hence, SWRL rules cannot be used di-

rectly to modify existing information in the knowledge base. In the HANmanager, at

the time of rule specification, knowledge rules can be very abstract, which makes it

quite difficult to analyse the conflicts with already specified rules. A conflict in the

inference rules can be caused by the presence of false premises, which can induce wrong

conclusions and rules may contradict each other. However, this problem is out of the

scope this thesis and we mainly focused on the problem when established premises are

correct and inference rules still result in contradicting state, making the logical system
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inconsistent. It is important to understand the inference conflict before we can discuss

our solution strategy. When an inference engine encounters several rules that match

the working memory (triggering facts) but only one has to be selected, is termed as an

inference conflict. There are several strategies to resolve the inference conflict [Sanborn,

1987] e.g.,

� Refraction : once the rule has read, it is not used again;

� Recency : use the rule that has been used recently in such situation;

� Specificity : use the rule with the more specific condition (more facts);

� Priority : assign priority to rules (i.e. rank, utility, probability, cost, etc.) and

choose the one with the highest priority;

� Parallel : process all rules with separate lines of reasoning.

Firstly, it is important to note here that traditional inference conflict resolution strate-

gies focus on execution pattern of all selected rules, which is not as significant as the

execution of right inference rule only among the conflict set. Secondly, none of above

mentioned conflict resolution strategies addresses the problem of semantic conflicts. In

semantically conflicted rules, it may also be required to defer the execution of other rules

that may cause inconsistency or wrong inference in the HANmanager. Thirdly, this is

a problem of reasoning with uncertainty (predicting which rule is most appropriate for

execution). Therefore, we emphasize developing a conflict resolution strategy that first

learns the context and then helps in selecting an appropriate inference rule for execution

from the conflict set using some intelligent way for reasoning with uncertainty. Most of

the conflict resolution strategies mentioned above are impractical in this scenario e.g.,

refraction and recency may cause execution of a non significant rule, which may lead

to wrong inference state. Similarly, parallel execution may cause contradicting state of

working memory and knowledge base in a non-monotonic logical system. The priority-

based strategy has some potential but it may not work in complex situations e.g., when

both rules have equal priority.

There is no as such preferred approach to evaluate semantic conflict resolution tech-

niques for uncertain rules. We use three metrics to evaluate existing conflict resolution
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Table 7.1: Comparison of Different Conflict Resolution Techniques for Uncertain Rules

Technique Ability* Decidability** Preciseness***

Refraction No Yes Circumstantial
Recency No Yes Circumstantial
Specificity Yes Yes Circumstantial
Priority No No Circumstantial
Parallel No No None
Probability Yes Yes Partial
Certainty Factor Model Yes Yes Partial

*Semantic Conflict Resolution Ability **Decidability Under Uncertainty ***Preciseness of Results

techniques for uncertain rules: ability to resolve semantic conflict, decidability and pre-

ciseness. Table 7.1 shows different techniques with their decidability, preciseness and

conflict resolution abilities for uncertain rules. Later in this article, we use decidability

and preciseness for evaluation of our proposed technique.

7.3 Running Example: Energy Saving and Security in Smart
Homes

This section aims to provide a running example used in the rest of this chapter. The

scenario highlights an inference conflict and emphasises the necessity of user-driven

conflict resolution strategy using reasoning under uncertainty. Let us suppose, Ben’s

family is going on vacation and they have set-up the HANmanager control system.

The following are some policy, knowledge and inference rules set-up for the control of

heating, light and security systems:

(a) Run heating system at specific hours of the day only in the rooms where average

house temperature is below 14 ◦C and family is not on vacation. (Policy Rule);

(b) Family is on vacation from 1st June to 30th June. (Knowledge Rule);

(c) If somebody is at home, family is not on vacation. (Inference Rule 1);

(d) If today’s date is less than 30th June (vacation over date), family is on vacation.

(Inference Rule 2).
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Figure 7.3: Smart Home Management Scenario: Mr. Ben’s family is going on vaca-
tion for a month and they have set-up the HANmanager to control energy and security
automatically using some intelligent rules.

Now assume that family is on vacation and will be back on 30th of June. If someone

(guest, mechanic, house care taker or any inhabitant) arrives home earlier than 30th of

June or motion sensor picks up presence of an intruder, the HANmanager is required

to take appropriate actions. However, the HANmanager system can fall into an un-

certain state after reasoning over Inference Rules 1 and 2 because the state of some

one presence will become inconsistent. Here it is important to highlight that reasoning

under uncertainty is what we require to deal with in this situation in order to resolve

conflicting state of system as shown in Figure 7.3). None of the conflict resolution

strategies discussed earlier in §7.2 can help solving this problem. There are two most

popular approaches that we can use for reasoning rules under uncertainty e.g., certainty
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factor model [van der Gaag, 1994] and probabilistic reasoning [Pearl, 1988]. Suppose,

the following are two SWRL rules that may end in a conflicting state:

Sensor(?x) ^ Home(?y) ^ hasSensor(?x,?y) ^

sensePresence(?x, true) -> isSomeOnePresent(?y, true)

(Description: If sensor senses presence of some one,

then there is some one at home.)

... R1

Calendar(?x) ^ Home(?y) ^ hasCalendar(?x,?y)

^ isOnHolidays(?x, true) -> isSomeOnePresent(?y, false)

(Description: if calendar says that family is on holidays,

then there is no one at home.)

... R2

Sensor(?x) ^ Home(?y) ^
hasSesor(?x,?y) ^ sensePresence(?x,
true) -> isSomeOnePresent(?y, true)

Calendar(?x) ^ Home(?y) ^
hasCalendar(?x,?y) ^ isOnHolidays(?x,
true) -> isSomeOnePresent(?y, false)

Sensor(?x) ^ Home(?y) ^Heater(?z) ^
hasSesor(?x,?y) ^ hasHeater(?x, ?z) ^

isTemperaturLow(?x, true) ^
isSomeOnePresent(?y, true) ->

startHeating(?z, true)

Home(?x) ^Alarm(?y) ^ 
hasAlarm(?y, ?x)

^ isSomeOnePresent(?y, true) ^
isOnHolidays(?y, true) -> 

setOff(?x, true)

LightBulb(?x) ^ Home(?y) ^ Time(?z) ^
hasBulb(?y,?x) ^ isMainDoorBulb(?x,
true) ^ isSomeOnePresent(?y, false)

^ isEvening(?z, true)->
switchOnBulb(?x, true)

Lock(?x) ^ Door(?y) ^ Home(?z) ^
hasDoor(?z,?y) ^ hasLock(?y, ?x) ^

isMainDoor(?y, true) ^
isSomeOnePresent(?z, false)

-> lockDoor(?x, true)

isSomeOnePresent(?y, true)

sensePresence(?x, true)

isSomeOnePresent(?y, false)

isOnHolidays(?x, true)

ConflictConflict

ConflictConflict ConflictConflict

UsageUsage

UsageUsage UsageUsage

UsageUsage

CauseCause CauseCause

Figure 7.4: Smart Home Management Scenario: Mr. Ben’s family is going on vaca-
tion for a month and they have set-up the HANmanager to control energy and security
automatically using some intelligent rules.

A conflict of two inference rules is shown in Figure 7.4. The conflicting property is

isSomeOnePresent due to two different types of values “true” and “false” are being set
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by two different rules R1 and R2 to same instance of Home. There would have been no

conflict if either R1 or R2 is active one at a time but not both. Now we are required to

measure the certainty or belief value associated to both rules in order to determine the

exact situation that might have occurred. Causing property (observed evidence) for the

activation of R1 is sensePresence and similarly for R2 is isOnHolidays. Therefore,

the related certainty or belief value linked to both properties will also affect the certainty

or belief values of their related rules.

Sensor(?x) ^ Home(?y) ^Heater(?z) ^ hasSensor(?x,?y)

^ hasHeater(?x, ?z) ^ isTemperatureLow(?x, true)

^ isSomeOnePresent(?y, true) -> startHeating(?z, true)

(Description: if some one is present at home and

temperature is low then start heating)

... R3

Home(?x) ^Alarm(?y) ^ hasAlarm(?y, ?x)

^ isSomeOnePresent(?y, true) ^ isOnHolidays(?y, true)

-> setOff(?x, true)

(Description: if some one is present at home

and family is on vacation the set off the burglar’s alarm.)

... R4

LightBulb(?x) ^ Home(?y) ^ Time(?z) ^ hasBulb(?y,?x)

^ isMainDoorBulb(?x, true) ^ isSomeOnePresent(?y, false)

^ isEvening(?z, true)-> switchOnBulb(?x, true)

(Description: if some one is not present at home

and it is evening then switch on the main door light.)

... R5

Lock(?x) ^ Door(?y) ^ Home(?z) ^ hasDoor(?z,?y) ^

hasLock(?y, ?x) ^ isMainDoor(?y, true) ^ isSomeOnePresent(?z, false)

-> lockDoor(?x, true)

(Description: if some one is not at home,

keep the main door locked.)

... R6
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Table 7.2: Different examples of Contextual Semantic Conflicts

Scenario Set A Conflicting Scenario Set B

(1A) Temperature Sensor: (1B) Faulty Fire Sensor:
extreme temperature, it must be fire; normal temperature recorded, there is no fire.
(2A) Faulty Motion Sensor: (2B) Camera Sensor:
no motion detected, there is no intruder; presence detected, it must be an intruder.
(3A) Timer: (3B) Weather Sensor:
it is not evening yet, there must be light outside; it is dark cloudy outside, there is no light.
(4A) Door Lock Sensor: (4B) Motion Sensor:
door lock is open, it is a security risk; no presence detected, there is no security risk.
(5A) Voice Detection Security: (5B) Face Recognition Sensor:
voice not recognised, unknown Person is present; face recognised, Mr. Ben is present.

Moreover, R3 and R4 are dependent on R2, and R5 and R6 are dependent on R3. If

a wrong decision is reached over R3 and R4, it may trigger erroneous behaviour in the

system. Table 7.2 presents few other abstract examples of contextual semantic conflicts

of similar nature.

7.4 Technique: User Driven Certainty Factor Support Model
for Semantic Conflict Resolution

In this section we discuss our proposed solution for conflict resolution; we briefly touched

the certainty factor model algebra used in the proposed approach. Table 7.3 presents

model notations based on the running example rules R1 and R2. Lastly, we also dis-

cuss two other supportive models and their limitations in HAN management reasoning

system.

7.4.1 Certainty Factor Model Algebra for Inference Rules

Certainty factor model is a heuristic based reasoning approach, where subjective un-

certainty measures are used to make an intelligent decision. Using the certainty factor

model, we can compute a change in belief in any rule or evidence in HAN reasoning

system. We do so by calculating certainty factor for an evidence of a inference rule in

question. The certainty factor of an evident/condition is calculated by subtracting the

measure of disbelief from the measure of belief and the subjective certainty measures
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Table 7.3: Algorithmic Notations

Notation Description

t Truth, the property value.
f False, the property value.
v Action/Effect, an action data property.
e An event with true value.
è an event with false value.
c Class, an entity related an event.
i Instance of sensor class

R e(t/f) → v(t/f), an inference rule
MB Measure of belief.
MD Measure of disbelief.
CF Certainty factor associated with a rule or evidence

a A positive number > 0 but < 1
b A negative number < 0 but > -1

are set by a HAN user. Our approach is based on Certainty Factor Model and Certainty

Factor Algebra used in our approach is discussed below:

CF = MB −MD (7.1)

where 1 ≥ MB ≥ 0, 1 ≥ MD ≥ 0, and 1 ≥ CF ≥ 1 and CF= Certainty Factor, MB=

Measure of Belief, MD= Measure of Disbelief.

For a single rule R given multiple evidences ex and ey, as shown in the Figure 7.3, the

certainty factor algebra is:

MB[R|ex ∧ ey] =MB[R|ex] +MB[R|ey]− (MB[R|ex]×MB[R|ey])

=MB[R|ex] +MB[R|ey](1−MB[R|ex])

MD[R|ex ∧ ey] =MD[R|ex] +MD[R|ey]− (MD[R|ex]×MD[R|ey])

=MD[R|ex] +MD[R|ey](1−MD[R|ex])

CF [R|ex ∧ ey] =MB[R|ex ∧ ey]−MD[R|ex ∧ ey]

(7.2)

For multiple rules Rx and Ry given a single evidence e, the certainty factor algebra is:
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MB[Rx ∧Ry|e] =min(MB[Rx|e],MB[Ry|e])

MB[Rx ∨Ry|e] =max(MB[Rx|e],MB[Ry|e])

MD[Rx ∧Ry|e] =min(MD[Rx|e],MD[Ry|e])

MD[Rx ∨Ry|e] =max(MD[Rx|e],MD[Ry|e])

CF [Rx ∧Ry|e] =MB[Rx ∧Ry|e]−MD[Rx ∧Ry|e]

CF [Rx ∨Ry|e] =MB[Rx ∨Ry|e]−MD[Rx ∨Ry|e]

(7.3)

7.4.2 Limitations of Certainty Factor Model

In the Certainty Factor Model, the law of rules combination should be independent of

the way rules are fired or executed. This means the combined certainty factor should

obey associative and commutative rules. The certainty factors for R1 and R2 given e1

and e2 respectively are:

CF [R1|e1] = MB[R1|e1]−MD[R1|e1]

CF [R2|e2] = MB[R2|e2]−MD[R2|e2]
(7.4)

Where e1 is sensePresence, e2 is isOnHolidays, R1 is e1(t) → v1(t) and R2 is e2(t)

→ v1(f). The evidences e1 and e2 are not causally related, hence, their effects on R1

and R2 are independent of each other. Unfortunately, the combined certainty factor

can only work for causally related evidences or rules. Therefore, the relative measures

of belief or disbelief for an independent evidence or rule can not be calculated straight

forwardly in this case. Taking the example of R1 and R2, the conflicting property is

v1 and with two different values (t, f ) and it leads to a different conclusion (v1(t) or

v1(f)) for given condition/evidence e1 or e2 respectively. The e1 and e2 are causally

independent evidences so relative Certainty Factor Model can not be applied here.

However, v1(t) is actually ¬v1(f) and v1(f) is ¬v1(t), which means they are mutually

exclusive. This is a semantic relationship between two mutually exclusive conditions.

Using this idea, we can say if v1(t) is most likely to happen then v1(f) is equally unlikely

to happen. However, we can not claim that R1 is ¬R2.
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We use following representation for calculating Certain Factor of exclusive disjunctive

rules Rx and Ry:

MB[Rx|e YRy|è] =max(MB[Rx|e],MB[Ry|è])

MD[Rx|e YRy|è] =max(MD[Rx|e],MD[Ry|è])

CF [Rx|e YRy|è] =MB[Rx|e YRy|è]−MD[Rx|e YRy|è]

(7.5)

Now the challenge is that how the belief network is created for exclusive disjunctive

rule, this is the exact problem that we have addressed in this chapter by proposing a

supporting model.

7.4.3 Limitations of Probabilistic Models

In probabilistic reasoning with uncertain evidences, a regular evidence is termed hard

evidence. However, it is not always possible to observe the complete value of an evi-

dence or to have a complete trust on a claimed observation, thus bringing uncertainty

to the evidences and consequently to the related rules. The evidence with uncertainty

is termed soft evidence [Pan et al., 2006, Peng et al., 2010]. There are also two types

of probabilities [Wallsten et al., 1997]: experienced and subjective; experienced prob-

ability is calculated and subjective probability is based on experts view. Traditional

probabilistic models can be used for uncertain evidences rules, however the Bayesian

Model is a promising approach. Considering the same rules R1 and R2 given evidences

e1 and e2, the Bayesian probability is:

P (R1|e1) =
P (e1|R1).P (R1)

P (e1)
(7.6)

P (R2|e2) =
P (e2|R2).P (R2)

P (e2)
(7.7)
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Here P(R1|e1) and P(R2|e2) are posterior probabilities; P(e1|R1) and P(e2|R2) are

called likelihood; P(R1) and P(R2) are called a priori probabilities; and P(e1) and

P(e2) are called marginal probabilities [Berger, 1985]. Bayesian inference requires pre-

calculated probabilities to calculate the posterior probability. In the HANmanager, the

initial calculations for the Certainty Factor Model and Bayesian inference are subjec-

tive; once the initiatory inference model is set-up, the experienced calculations take

place to make inference. However, there are too many values to be pre-set for the sub-

jective parameters -e.g., (P(e1|R), P(e2|R2), P(R1), P(R2), P(e1), and P(e2) required

for Bayesian-based inference calculations, which makes it ineffectual in HAN decision

system, where HAN user input is unavoidable to make decision system keep rolling.

7.4.4 User-driven Certainty Factor Support Model

Due to limitations of certainty factor and probabilistic models, we propose an extension

of User-driven Certainty to calculate the certainty factor of conflicted and exclusive dis-

junctive inferences rules. We also propose a support model that guesses on preliminary

certainty factor model, however, it extends the model by creating a belief model on

top of it with the help of user inputs and beliefs of other existing inference rules . We

initially used user input for creating a support model, however, this approach failed in

many cases. Suppose, if measure of belief and disbelief for a certain evidence or rule

is set to be zero initially, then we can take a user input for the conflicting evidences

or rules and later the HANmanager can use previously set belief measurement to make

decision in future. This approach only works if there is certain behavioural pattern in

the system events. However, the uncertainty factor associated with uncertain events

would remain the same every time even if we manipulate the employed certainty factor

model for the uncertain rules. Suppose R1 and R2 are triggered by two independent

causes e1(t) and e2(t) respectively but they result in mutually exclusive effects v1(t)

and v1(f) respectively. Even if the system keeps on learning with the help of user input

(say user favours R1 ), then the chances are that model can go wrong on the occurrence

of a similar situation next time when R2 is required to be triggered but it goes for R1

because user favoured it last time. In this case, learning based on user input is not a

good option here as:
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� behavioural pattern can not be learned when there is not historic data available

to train the model;

� an event can be random, not necessarily occurring in a specific pattern always.

To deal with this issue, we add another step to get support of the calculating certainty

by matching each conflicting rule with other active inference rules that are set to be

executed. If the conditional part of a conflicted rule is matched with any of active

rules, then we can safely assume that condition of conflicted rule is also stand true.

However, if both rules conditions are found to be true from active rules and both rules

have same certainty factors, then user input is taken as an ultimate solution. Suppose,

the certainty factor for R1 is ai and for R2 is aj . If ai is equal to aj , a user input

is taken to get confirmation on R1 if it is a potential case that is going to happen in

system. Rather than getting an affirmation on the effect, we seek an affirmation for the

cause e1, the observed evidence. If user input is positive then certainty factor for e1

is incremented and certainty factor for e2 is decremented. Consequently, a change in

belief in evidence changes the belief in rule as: CF [R1|e1] = CF [e1]× CF [R1], where

CF [e1] is changed after the user input. Further to this, R1 is passed to the inference

engine and remove the R2 from the conflict set. However, if user input is negative then

certain factor for e1 is decreased and certainty factor of e2 is increased.

7.5 Algorithms

In this section, we describe the detailed steps and related algorithms developed for

conflict resolution using Certainty Factor Support Model.

7.5.1 Conflict Analysis and Rule Classification

As a first step, we require to classify inference rules into two categories based on the type

of conflict: defeasible and indefeasible. In this chapter, we used the extended definition

of defeasible reasoning [Moodley et al., 2012]. If two or more rules, which are exclusive

disjuctive that are in conflict with each other, then they are considered as defeasible rules

because one of them will be inactivated as the process of reasoning non demonstrative.

In our approach, we mainly focus on mutually exclusive non-compatible inference rules,
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e.g., R1 and R2. The consequent parts of both R1 and R2 are contradictory to each

other. Here, it is important to note that the consequent parts of both rules should

hold at least one conflicting property with two different values as previously discussed.

However, this conflict may or may not occur because of late binding of instances of the

class that holds the conflicting property. If the conflicting property is related to two

different instances of same class then they may not be in a conflict in the first place.

The detection of conflict between semantically inverted properties is out of the scope of

this thesis.
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Figure 7.5: Two extreme values of cosine similarity for VR1
and VR2

. If cosine value is 1,
it means 0◦ angle between VR1

and VR2
and hence highest rank of similarity but if cosine

value is -1, it means 180◦ angle between VR1
and VR2

and hence lowest rank of similarity.

In our approach, we measure the similarity of consequent of rules through the binary

(0-1) vector space model [Salton et al., 1975], where the consequent of every specified

rule is represented as a vector of similar or non-similar literals. When a new rule is spec-

ified in the HANmanager, it is ranked according to its proximity with other rules, where

proximity is the similarity of consequent. In our case, Euclidean distance [Danielsson,

1980] is an inappropriate choice for classification to measure the proximity because

the euclidean distance among vectors can be misleading [Gower, 1985], hence it is an

inaccurate measure of proximity. Therefore, we used difference of angle (cosine similar-

ity) [Cha, 2007] among the vectors to measure the similarity. Suppose the consequent

of R1 is VR1 and for R2 is VR2 , then the cosine similarity for R1 and R2 is:
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cos(VR1 , VR2) =
(VR1 .VR2)

‖VR1‖.‖VR2‖
=

∑n
j=0 VR1j

× VR2j√∑n
j=0(VR1j

)2 ×
√∑n

j=0(VR2j
)2

(7.8)

Where VR1j
and VR2j

represent the literals of vectors VR1 and VR2 , and cosine is a

monotonically decreasing function for the interval/angle between the VR1 and VR2 as

shown in the Figure 7.5. It means if cosine value is 1, there is 0◦ angle between VR1 and

VR2 and hence highest level of proximity and also highest chances of being defeasible.

Note that the rule classifier is to classify inference rules. Similarly, cosine value -1 means

180◦ angle between VR1 and VR2 and hence lowest level of proximity and lowest chances

of being defeasible rules.

Table 7.4: Algorithm Notations for Algorithm 9

Notation Description

VR1 Consequent part of R1
VR2 Consequent part of R2
rn New rule instance
Vr Existing Rule Set
ri An instance of rule from existing rule set

Vrn Consequent part of new rule rn

Vri Consequent part of an instance of ri from Vr

Vdpn Dot product vector for new rule rn

Vabn Absolute value vector for new rule rn

Vdpi Dot product vector for an instance of ri from Vr

Vabi Absolute value vector for an instance of ri from Vr

However, the analysed conflict may or may not exist at the time of execution because of

dynamic late binding of instance with in a rule. Therefore, marking rules as defeasible

only serves purport of notifying the HANmanager about the presence of potentially

conflicted rules. The rule classification using cosine similarity is shown in Algorithm 9

using the notation given in Table 7.4.
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Algorithm 9 Rule classification using cosine similarity model

Step 1: Rule classification in Vr

if rn is new Rule then
foreach element ri in Vr do

if calculateSimilarity(rn, ri) ≥ THRESHOLD then
rn.defeasible ← true
ri.defeasible ← true
ri.addToConflictSet(rn)

return V̇r

Step 2: Get cosine similarity for rn and ri

function calculateSimilarity (Rule rn, Rule ri)
if rn 6= NULL ∧ ri 6= NULL then

Vrn ← rn .ConsequentVector
Vri ← ri .ConsequentVector
foreach element en in Vrn and ei in Vri where Vrn .size == Vri .size do

Vdp .add(en × ei )
foreach element en in Vrn do

Vabn .add(e2
n )

Vabn=
√
Vabn

return Vabn

foreach element ei in Vri do
Vabi .add(e

2
i )

Vabi=
√
Vabi

return Vabi

return
Vdp

Vabn×Vabi

7.5.2 Creating Certainty Factor Support Model

The Certainty Factor Support model (in vector form V̇r ) is created with the help of

active rules Va that are set to be executed. The exclusive disjunctive rules with conflicts,

once marked defeasible, are taken further to find their support from the active rules set.

List of classes lCSe , objects lCSi , data properties lCSc and data properties values lCSv are

retrieved from the antecedent part of the conflicted rule. Similarly, same lists of items

are fetched from the antecedent part of rules in the active rule set. If the conflicted

rule has support from any of the active rules based on its match ratio of list of classes,
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Table 7.5: Algorithm Notations for Algorithm 10

Notation Description

V̇r Existing Rule Set with rules marked defeasible
Va Set of active rules that are set to be executed
ri An instance of rule from existing rule set
rn An instance of rule from conflict set
ra An instance of rule from active rule set that are to be executed

lCSc List of data properties of an instance of rule from existing rule set
lCSv List of data properties values of an instance of rule from existing rule set
lCSe List of classes of an instance of rule from existing rule set
lCSi List of class objects of an instance of rule from existing rule set
lPd List of data properties from the antecedent of an instant of rule
lC List of classes from the antecedent of an instant of rule
lI List of classes objects from the antecedent of an instant of rule

MD Measure of Disbelief

objects, data properties and data properties values. Match ratio is determined based

on the similarity of corresponding items. As per our assumption (also discussed earlier

under section Running Example and section Algorithms), the data properties in the

antecedent part of conflicting rules are the causes of conflict so affirming the status

of causing data properties by matching them with data properties of active rules can

potentially resolve the conflict. However, the problem will remain the same if both data

properties find support in active rule set. In that case, human input to resolve the

conflict will be required. The creation of Certainty Factor Support Model is shown in

Algorithm 10 using notation given in Table 7.5.

7.5.3 Using Certainty Factor Support Model for Conflict Resolution

After Certainty Factor Support Model V̇r is created, it is used to resolve the conflict. For

each rule ri, certainty factor CF with calculated with the help of its Measure of Belief

MB and Measure of Disbelief MD. If the CF of ri is greater than CF of conflicted

rule rn, ri is added to active rule set Va and rn is discarded. And if the conflicted rule

rn has higher CF then rn is added to active rule set and ri is discarded. However, if

CF of ri and rn is equal then human input is taken to select most appropriate rule.

The use of Certainty Factor Support Model is shown in Algorithm 11 using notation

given in Table 7.6.
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Algorithm 10 Creating Certainty Factor Support Model

foreach element ri in V̇r do
if ri.ConflictSet.size ≥ 0 then

lCSc1 ← ri.AntecedentVector.lPd

lCSv1 ← ri.AntecedentVector.lPd
.Values

lCSe1 ← ri.AntecedentVector.lC
lCSi1 ← ri.AntecedentVector.lI
Where ri.lC and ri.lI belong to ri.lPd

foreach element rn in ri.ConflictSet do
lCSc2 ← rn.AntecedentVector.lPd

lCSv2 ← rn.AntecedentVector.lPd
.Values

lCSe2 ← rn.AntecedentVector.lC
lCSi2 ← rn.AntecedentVector.lI
Where rn.lC and rn.lI belong to rn.lPd

foreach element ra in Va do
lCSc3 ← ra.AntecedentVector.lPd

lCSv3 ← ra.AntecedentVector.lPd
.Values

lCSe3 ← ra.AntecedentVector.lC
lCSi3 ← ra.AntecedentVector.lI
Where ra.lC and ra.lI belong to ra.lPd

if lCSc1
∼= lCSc3 ∧ lCSe1

∼= lCSe3 ∧ lCSi1
∼= lCSi3 ∧ lCSv1

∼= lCSv3 then
if ri.MD > -1 then

ri.MD ← ri.MD - 0.1
if rn.MD < 1 then

rn.MD ← rn.MD + 0.1
else if lCSc2

∼= lCSc3 ∧ lCSe2
∼= lCSe3 ∧ lCSi2

∼= lCSi3 ∧ lCSv2
∼= lCSv3 then

if rn.MD > -1 then
rn.MD ← rn.MD - 0.1

if ri.MD < 1 then
ri.MD ← ri.MD + 0.1

return V̈r

Table 7.6: Algorithm Notations for Algorithm 11

Notation Description

V̈r Existing Rule Set with Certainty Factor Support Model
Va Set of active rules that are set to be executed
ri An instance of rule from existing rule set
rn An instance of rule from conflict set

MB Measure of Belief
MD Measure of Disbelief
CF Certainty Factor
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Algorithm 11 Conflict resolution using Certainty Factor Support Model

foreach element ri in V̈r do
if ri.ConflictSet.size ≥ 0 then

foreach element rn in ri.ConflictSet do
ri.CF ← ri.MB - ri.MD
rn.CF ← rn.MB - rn.MD
if ri.CF > rn.CF then

Va .add(ri)
else if ri.CF < rn.CF then

Va .add(rn)
else if ri.CF == rn.CF then

getUserInput(rn, ri)
if ri.isSelected == true then

if rn.MB > -1 then
rn.MB ← rn.MB - 0.1

if ri.MB < 1 then
ri.MB ← ri.MB + 0.1

else if rn.isSelected == true then
if ri.MB > -1 then

ri.MB ← rn.MB - 0.1
if rn.MB < 1 then

rn.MB ← rn.MB + 0.1
Vn .remove(ri)

ri.ConflictSet.remove(rn)

If user selects ri to be executed, thenMB of rn is decremented after checkingMB lower

bound for rn and MB of ri is incremented after checking MB upper bound for ri. And

ri is added to active rule set Va and rn is removed from its conflict set. If user selects

rn to be executed, then MB of ri is decremented after checking MB lower bound for ri

and MB of rn is incremented after checking MB upper bound for rn. And rn is added

to active rule set Va and it is removed from the conflict set of ri.

7.6 Evaluation

For the qualitative analysis, we compare our technique with probabilistic model in

terms of validity, decidability and performance. Below we present the test theories
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Table 7.7: Measures of Belief and Probability ??

Value Certainty Factor Model Probabilistic Model

1 cf(x) = 1 means true, believed to be the case p(x) = 1
0 cf(x) = 0 means false, no evidence p(x) = p̀(x), presumingly the prior
-1 cf(x) = -1 means definitely not the case p(x) = 0

that we used to set-up the experiments, and discuss the results of the evaluation of the

two modified strategies. It is important to note that the construction of technique is

progressional based on the results of experiments. For example, the user input is initially

set-up to build the support model, however, it is later also used to verify the decisions

to improve the end results. We believe that our proposed model works better in random

situations of events, even in the absence of historic data, where typical machine learning

algorithms can not work straightforwardly.

7.6.1 Comparison of Models

Certainty Factors are similar to conditional probabilities, but rather representing the

degree of probability of an outcome, it represents a measure of belief in the outcome.

In article Wise and Henrion [1985], author presents a framework to compare certainty

factor model and probability model. Presumingly, if two different representations of

uncertainty lead to making the same decision, then they are operationally equivalent.

However, these approaches do not provide agreed upon decision strategies, and so di-

rect comparison is impossible. Therefore, we used piecewise interpolation of points

of correspondence between certainty factor and probability models as given below in

Table 7.7.

We used following test cases to compare the two models:

� No historic data, no supporting rules (output R1)

� 1 historic record in favour of R1, no supporting rules (output R1)

� 2 historic records in favour of R1, 1 supporting rule for R2 (output R2)

� 3 historic records, 2 in favour of R1, 1 for R2; 2 supporting rule for R2 (output

R2)
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� 4 historic records, 2 in favour of R1, 2 for R2; 1 supporting rule for R1 (output

R1)

� 5 historic records, 3 in favour of R1 and 2 for R2; 0 supporting rule (output R2)

� 6 historic records, 3 in favour of R1, 3 for R2; 0 supporting rule (output R1)

� 7 historic records, 4 in favour of R1, 3 for R2; 1 supporting rule for R2 (output

R2)

� 8 historic records, 4 in favour of R1, 4 for R2; 1 supporting rule for R2 (output

R2)

We evaluate the models using random test cases with an assumption that there are

no historic records available at the beginning to support the algorithms. The historic

records are built step by step and keeps on adding in timely fashion. In above test

cases, no historic data means that the system has encountered a first case of conflicted

rules and supporting rule means the matched active rules. Let us consider the inference

rules R1 and R2 again for an evaluation. For each test case, we compute measure

of belief(MB) and measure of disbelief(MD) for R1 and R2 . Each measurement is

impacted by four main factors:

� User Input if measures of certainty factor CF for R1 and R2 are equal.

� In the presence of supporting rule, measure of disbelief (MD) is affected.

� In the presence of supporting rule, user input is not taken even if measures of

certainty factor CF for R1 and R2 are equal.

� For previously successful rule, the measure of belief(MB) is affected positively.

Result Analysis

We also calculate conditional probabilities for R1 and R2 by measuring prior probability

(P̀ ), likelihood (L) and posterior probability (P ). The posterior probability is greatly

affected by the absence of prior or likelihood probabilities. Following graphs show

decideability of Certainty Factor Support Model (CFSM) and Probability Model (PM).
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Decidability shows the power of the model for taking out HAN decision system from the

state of undecidability as shown in Figure 7.6, where 1 means decidable, and 0 means

undecidable state.

Degree of Decidability
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Test Cases
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PM

Figure 7.6: The graph showing degree of decidability of Certainty Factor Support Model
(CFSM) and Probability Model (PM) where 1 means decidable, and 0 means undecidable.

As we can see from Figure 7.6 that CFSM gives 100% results mainly because of user

input. On the other hand, probability model suffers due unavailability of prior or

likelihood probabilities, which is expected for starting test cases. We also measure the

validity of reached decisions by both models as shown in Figure 7.7:

Validity of Decisions
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Figure 7.7: The graph showing validity of decisions made by Certainty Factor Support
Model (CFSM) and Probability Model (PM) where 1 means correct, and 0 means false.

For CFSM, the correctness ratio remains above 85%, and for PM, the resulting ratio

remained below 40%. The CFSM validity drops to 0 for test case 6 because there

is no supporting rule, however, it recovers in next test case even in the absence of
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supporting rule. The PM performs low because of the unavailability of prior or likelihood

probabilities. We also speculate the performance scores for both models based on the

validity and decidability ratios as shown in Figure 7.8.
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Figure 7.8: The graph showing performance scores for Certainty Factor Support Model
(CFSM) and Probability Model (PM) calculated for each test case based on validity and
decidability ratios.

If validity and decidability results are combined together as a truth-function of logical

conjunction and using the amplified result values of truth and false (by adding 10 in

true value and 1 in false value), the performance scores can be calculated by adding a

constant along with previous score to every value for each case. The performance scores

are simulated prediction, not the actual scores of models. Based on the simulated

scores data, performance of CFSM remains steady and consistent. However, with the

availability of historic data, PM performance may become equivalent to CFSM at some

stage. Other learning algorithms may also be applicable in this situation if there are

patterns of events and availability of historic data, otherwise, learning may not be

straightforward due to random nature of events.

160



7.7 Summary

7.7 Summary

In this chapter, we present an extension of Certainty Factor Model to deal with indepen-

dent, exclusive disjunctive and conflicted uncertain rules. We also propose a support

model to resolve conflicts using Certainty Factor Model that is based on an idea of

getting the support of other active inference rules (that are either set to be executed or

recently executed with out any conflict). We also introduce an idea of user validation

to construct support model and to verify the results, essentially helping in resolving the

conflicts. We believe that proposed support model and user validation loop can also

help to improve performance of other approaches as well e.g., Bayesian model, in order

to resolve uncertain conflicted rules. The historic data and presence of event patterns

in data are essential for the functioning of any modern day learning technique but our

proposed model works fine even in the absence of historical data. The proposed model

can be used in any real time, decision critical rule based system -i.e., health assistance

system, shopping assistance system, automobile diagnostic system. The user feedback

loop system can be used to improve human computer interaction based applications.

For future work, we plan to use support model and user validation in combination with

conditional probability and compare the results with Certainty Factor Support Model.

The result shows that our proposed model works better in random situations of events,

even in the absence of historic data, when compared with other predictive models. We

have presented a technique that integrates uncertain non-monotonic reasoning with the

use of quantitative information and user feedback. This differentiates it with other

existing approaches, which normally fail to reach to any decidable state of a system

accurately. However, there is a great margin of improvement in our proposed technique

by incorporating other elements of contextual information other than just availability

of supporting rules.
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Chapter 8

Conclusion

In this chapter, we discuss contributions, limitations and future work related to our

research. We also discuss ideas to extend our work and suggest pointers for the im-

provements. This chapter is structured as follows: §8.1 gives a detailed analysis of

contributions of our research work. §8.2 presents shortcomings and limitations of our

research work; and lastly §8.3 talks about future work.

8.1 Discussion

This thesis contributes to the areas of semantic computing for human-centric, policy-

based home area network management, in particularly, it addresses the areas of semantic

uplift of network flows, semantic-driven policy processing, semantic-aware policy trans-

lation and semantic-driven conflict resolution. The main contributions are:

1. A human-centric home area network management framework that adapts to dy-

namic functional changes and requirements in a home network;

2. Semantic uplifting techniques of monitoring data in the home area networks that

extract relevant information from network flows and update semantic models ap-

propriately;

3. A semantic-driven policy processing using semantic enrichment technique that

uses semantic information to select and process abstract user-defined policies;
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4. A semantic-aware policy translation technique that demonstrates the role of se-

mantics in translating abstract/declarative user-defined policies to concrete/exe-

cutable policies/configuration in the HAN management system;

5. A semantic-driven conflict resolution of independent exclusive disjunctive rules

using a belief support model and user feedback loop to deal with unresolvable

conflicted uncertain policy rules.

In this thesis, we presented a framework, the HANManager, as a solution to manage

home area networks according to home users’ requirements. We discussed the main

components of the framework emphasising the role of semantic models and policies in

managing HANs. We explained the framework’s monitoring and controlling techniques:

“top down” and “bottom up”. We presented a generic technique (bottom up) for semantic

uplifting of monitoring data and selection of policies based on extracted information.

We also presented algorithms and a framework for implementation of our proposed

(top down) technique for semantic enrichment of inferred data from a HAN domain

ontology, and processing of selected policies based on extracted information from the

inferred data. We also discussed techniques to process and translate user requirements

into network configurations and used the semantics model to resolve inference rules

conflict analysis.

Taking into account the first contribution, a framework that adapts to changing require-

ments of a home area network. Many frameworks have been suggested in the literature

to manage home area networks and to automate home systems. Many of the proposed

approaches [Chetana Sarode, 2012, Gaul and Ziefle, 2009, Meyer and Rakotonirainy,

2003] lack substantial user involvement in their proposed solutions. These management

systems (lacking fine grained user control) most of the time tend to make decisions on

the behalf of home users, some times disregarding users’ requirements, which results in

losing viability in a typical HAN management scenarios. This contribution partially

answers our first and second research questions explained in Chapter 1. In Chapter 3,

we explain a technique to interlink semantic information in different sub-domains of

HAN.

The second and third main contributions of our thesis is the development of techniques

to uplift and enrich the network flows information to select appropriate action policies
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to manage the monitored events. There are some tools available to monitor and control

networks that provide some level of automation as well but, by and large, available

monitoring tools and techniques use syntax-based data analysis techniques that provide

information of limited value [Scheirer and Chuah, 2008] to an ordinary HAN users. This

contribution answers our second, third and fourth research questions by explaining

the required semantic information and the methods to specify, select and translate

declarative policy for execution in Chapters 4, 5 and 6.

The fourth main contribution is extension of Usage and Change Control (UCC ) al-

gorithm [Barret, 2009]. The UCC algorithm is initially proposed to define semantic

mapping of policy languages and their translation. However, the employed policy lan-

guages have to be of equal abstraction levels otherwise UCC fails the viability step

(please see [Barret, 2009] for further details). We extended the UCC algorithm to ad-

dress this problem and used the algorithm for translation of policy languages of different

abstraction levels. This contribution answers our third research question by explaining

the technique of transforming user defined policies to system configuration with the

help of semantic models in Chapter 6.

The fifth main contribution is an extension of Certainty Factor Model [Dan and Dudeck,

1992, Heckerman, 1990] to deal with independent, exclusive disjunctive and conflicted

uncertain rules. We also propose a support model to resolve conflicts using Certainty

Factor Model that is based on an idea of getting the support of other active inference

rules (that are either set to be executed or recently executed without any conflict).

The main issue is that the behavioural pattern about an uncertain situation cannot

be learned when there is no historic data available and most of the predictive models,

e.g., Bayesian model, also do not work well in the absence of historic data. Our pro-

posed technique overcomes this problem by calculating the certainty by matching each

conflicting rule conditions states with other active inference rules that are set to be exe-

cuted. This contribution mainly answers the fourth research question by explaining the

use of inference to resolve the semantic conflicts of user defined policies in Chapter 7.
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8.2 Limitations

We experimented with different implementations of our framework and also experi-

mented our proposed techniques with other proposed approaches. Aside from our im-

plementation efforts, there are several scenarios, where our approaches did not work as

expected and in some cases we did not have time to experiment with other approaches.

Some of the major limitations of research work are presented below.

Framework and Domain Model

1. The HANmanager works well in managing IP-enabled network devices, applica-

tions and systems in HAN. However, we did not try our framework with other

home automation technologies [Chetana Sarode, 2012], e.g., Zigbee, X10;

2. Many of the components of HAN framework are minimally developed, especially

the semantically enriched information visualiser.

3. Despite our earlier efforts, we could not succeed in developing a generic HAN

domain model. Due to diversity of network related concepts and variety of HAN

layouts, a standard domain model cannot be achieved. Though the domain model

is capable of enhancements and systematic growth but it has to be in place at the

design time of HAN system;

4. The framework does not support any self-learning features at the moment, which

makes it dependent on HAN users or domain modellers for the information feed;

5. Another challenge is lack of sophisticated device management interfaces. Most

HAN devices are cheap and they are usually available with minimal management

features. Our initial intention is to control all types of home devices and the

systems, however, the HANmanager currently can only be used for IP-enabled

network communication on a open source router, controlling only the network

traffic generated by different connected devices and systems, that goes through

the gateway router.
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Semantic Uplift of Monitoring Data

1. The proposed technique works only for real-time monitoring to analyse one data

packet at a time, which is extremely slow;

2. The policy manager is minimally developed on a design of a policy system, lack-

ing sophisticated policy authoring, policy validation, and policy execution com-

ponents;

3. The monitoring data is initially mapped to data properties only in the data domain

ontology, which could also be mapped to classes and individuals;

4. We assumed that the monitoring data maps to only one mapping object in the

HAN domain ontology, which could result in multiple objects mappings.

Semantic Enrichment of Inferred Data

1. SWRL at its sole is not an adequate choice for specifying user policy rules in

the HAN domain ontology as they are monotonic and undecidable under certain

conditions [Wise, 1986, Wise and Henrion, 1985, Wise et al., 1987];

2. If SWRL policy rules are directly executed to change the values of data proper-

ties in the HAN domain ontology, it makes the model inconsistent. And with

out domain model modifications, the HANmanager loses it viability in practical

manner;

3. When a semantic graph is created, the individual and class binding assumes one-

to-one relationship. This is a significant limitation of our approach;

4. Ontologies are great in modelling complex domains but they are not very well

suited in real time large scale systems because of the extremely slow processing

and inference capabilities.

Semantic Translation of Policy Rules

1. Most of the syntactical and grammatical rules employed in the process of policy

translation are hard coded in our implementation;
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2. Our technique heavily relies on pre-defined meta model for the process of trans-

lation;

3. The technique is only tested with limited scenarios using only few policy language

constituents (e.g., priority, group).

Semantic Aware Conflict Resolution

1. Our technique is only valid for disjunctive semantic conflicts;

2. In the presence of historic data, our technique produced similar results as of the

other probabilistic models;

3. The techniques results are based on simulation, we did not manage to deploy the

technique on the real test bed;

4. Our technique does not define how it will be employed by a rule engine at real

time to resolve conflicted rules.

8.3 Future Work

Framework Extension The HANmanager framework has a great potential to evolve;

we plan to introduce self-learning feature for the future work. A seamless mechanism of

self-learning leads towards self-managing intelligent home network that pro-actively acts

on certain operational conditions to achieve optimal system state. In today’s homes, it is

desirable for network devices to automatically configure themselves based on the context

of the environment and user preferences for both convenience and security purposes. For

the future, our hope is if the collective efforts of either a commercially oriented solution

(backed by big industry players) or of an open source community effort could actually

help building the framework, the open source router projects can provide, perhaps,

the clearest path to immediate deployment, if any solution developed on our generic

testbed could be pared down to fit the manageable disk space and memory requirements

of these cheap devices (e.g., Buffalo1 and Linksys2 devices that can be re-flashed with
1http://www.buffalo-technology.com
2http://www.linksys.com/
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these open source alternative operating systems). We also plan to extend this work

to federate HAN with service providers so that those service requirements related to

application bandwidth, which can not be fulfilled due to network limitations, can also

be addressed as shown in Figure 8.1. There is also great potential for work in area of

HAN privacy. There has been some recent work done in this area by Brennan et al.

[2014] but it requires further investigation. Figure 8.1 explains a scenario when there is

a HAN service (High Definition Live Streaming) that requires guaranteed service level

(such as bandwidth) for certain time of period and HANmanager makes a request to

ISP through Federation Manager. ISP can dedicate resources based on the service level

request through the Federation Manager.
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Figure 8.1: Federation of HAN with ISP provider: for the futuristic HAN management
requirements, such as higher service quality for certain time period, HAN can submit a
service level request and ISP can provide requested service level using Federation Manager.

To enable the communication of the HANManager with other autonomic elements,

such as intelligent devices within HAN, there is an autonomic framework (FOCALE)

proposed by Jennings et al. [2007] that defines general rules of communication among

different autonomic elements in network systems. In the context of HAN, one of the
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main challenges is that HAN may contain many different devices. These devices may

have different vendor specific programming models and may provide different manage-

ment data, describing the same or similar concepts but in different manner. This makes

it imperative to harness information model and ontology within HAN to abstract away

vendor specific functionality to facilitate a standard way of reconfiguring the managed

autonomic elements (devices). FOCALE proposes to incorporate an autonomic manager

(AM) on top of every managed autonomic element. The AM is independent of the ven-

dor specific functionality/data of the underlying autonomic element, which facilitates

easier communication among the different elements for coordination of management

decision making. Each AM realises the autonomic management functionality via an

event manager, a state manager, an action manager, a reasoner, a learner, and a policy

decision point (PDP). All these sub-components can communicate with each other and

have access to the information model, an object model reflecting the current state of

the autonomic elements, the system ontology, and the set of deployed policies governing

the autonomic elements. Different AMs have the ability to communicate with other

AMs to coordinate activities such as analysis of global network state or introduction

of new policies or policy enforcement. Now considering HANManager as an AM for

the HAN router, to coordinate with other autonomic network elements, there has to be

AMs for all coordinating autonomic elements and HANManager can act as a master

AM (can override decisions of other AMs) to make coordination simpler and robust.

To optimise the performance of HANManager, in particularly, the processing of moni-

toring of data, there are many approaches that can be used easily. Nandy et al. [2014]

propose to use optimized topology synthesis algorithms that are devised to minimize

the computational effort. Bar et al. [2014] propose to use DBStream, which is an SQL-

based system that explicitly supports incremental queries for rolling data analysis in

comparison with Apache parallel data processing engine (Spark) [Zaharia et al., 2010].

Hoplaros et al. [2014] propose to use data summarization for network traffic monitoring

using data mining approach.

Techniques Extension For the semantic uplift, enrichment and translation tech-

niques, we plan to use Boolean Matrix and Graph Theory concepts to make the process-

ing of policies more formalised and faster. Figure 8.2 depicts an excerpt of a HAN do-

main model based on a scenario: it contains classes (User, Device etc.), object properties
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(hasDevice, hasApplication etc.) and data properties (hasUserName, hasIPAddress

etc.). An object property connects two different classes together trough a relation and

a data property defines an attribute of a class.

 User  Device  Application

 Web

                                                
 ha
sA
pp
lic
at
io
n

hasUserName
hasAge
hasUserAccess
hasUserPriority

hasDeviceName
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 Network
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Figure 8.2: HAN domain concepts and their relationships and properties based on a
scenario

If all the classes, object properties and data properties in the HAN domain model are

elements in a set called domain D, then D can be defined as D = (C, Po, Pd, I), where

� C is a finite set, called the classes of domain D ;

� Po is a finite set, called the object properties of D ;

� Pd is a finite set, called the data properties of D ;

� I is a finite set, called the instances of D.

If the elements of domain D can be represented as {e1, e2, e3, ..., en} then the elements

of HAN domain model can be written as given in table 8.1.

Now using the ECA formalism, we a set S of semantic rudiments (s1= event clause, s2
= condition clause and s3= action clause) then we can redefine the elements of domain

D in boolean matrix format: Ds =


e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15 e16 e17 e18

s1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0

s2 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

s3 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1


If we have user defined policy:
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Table 8.1: HAN domain elements naming convention based on a scenario

Name Element

Network e1 hasDeviceAccess e10

Device e2 hasDevicePriority e11

User e3 hasUserName e12

Application e4 hasAge e13

Web e5 hasUserAccess e14

hasDevice e6 hasUserPriority e15

hasApplication e7 hasAppAccess e16

hasDeviceName e8 hasAppPriority e17

hasIPAddress e9 hasUrl e18

Device(?x)^User(?y)

^hasDevice(?y,?x)^hasUserName(?y,"Alex")->hasDevicePriority(?x,"high")

(Description: Device belonging to User Alex has priority.)

... R0

Now using Ds, we can rewrite above SWRL policy R0 as: Ps =


e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15 e16 e17 e18

s1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

s2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0

s3 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0


Now to check if any policy if applicable for the given semantic graph, we will apply

Hadamard product[Zhan, 1997], entry wise multiplication of semantic graph matrix

and policy matrix. The entry wise multiplication takes two binary bits and performs

the logical AND operation on each pair of corresponding bits. For each pair, the result

is 1 if the first and second bits are 1, otherwise the result is 0. Suppose we have only one

policy matrix Ps defined in our system. Consider if Ps and Ms are two m× n matrices

then The Hadamard Product of Ps and Ms is defined by
[
Ps ◦ Ms

]
ij

=
[
ps
]
ij

[
Ms
]
ij

for all 1 ≤ i ≤ m, 1 ≤ j ≤ n be compared with row epij of ps, where i 6= j. If

resultant matrix of Hadamard Product R̃ is equal to Ps then policy will be selected for
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translation. The policy selection formula for a policy Ps
x is:

[
Ps
x◦Ms

]
ij
=
[
R̃
]
ij
=
[
Ps
x

]
ij
.

However, instances information is not include so this approach is incomplete with out

instance level information. This work can be further extended to include enrichment

and translation techniques, and further work can be done if it produces better results

by using less processing time.
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Appendix A

Perl Script to Monitor Packet
Queues

Following script is used to monitor sent, dropped and backlog IP packets for “before

and after” policy application experiments.
1 #!/ usr /bin / pe r l −w

use s t r i c t ;
3

my (%sent , %oldsent , %comp , %drop , %olddrop ) ;
5 whi le (1 ) {

open FILE , "/ sb in / tc −s qd i s c show dev eth2 | " ;
7 my $queue ;

whi le (<FILE>) {
9 $queue = $1 i f ($_ =~ / qd i s c ( [ ^ : ]+ ) : / ) ;

$sent {$queue} = $1 i f ($_ =~ /Sent (\d+) bytes /) ;
11 $comp{$queue} = $1 i f ($_ =~ /backlog (\d+)p/) ;

$drop{$queue} = $1 i f ($_ =~ /dropped (\d+) ,/) ;
13 }

c l o s e FILE ;
15 fo r each my $q ( keys %sent ) {

p r in t " $q" ,
17 "\ t \ t " ,

s c a l a r ( $sent {$q} −
19 ( ( de f ined $o ldsent {$q }) ? $o ldsent {$q} : 0) ) ,

"\ t \ t " ,
21 "Backlog : " ,

( de f ined $comp{$q }) ? $comp{$q} : 0 ,
23 "p\ t \tDropped : " ,

s c a l a r ( $drop{$q} −
25 ( ( de f ined $olddrop {$q }) ? $olddrop {$q} : 0) ) ,

"\ t \ t " ;
27 }

%o ldsent=%sent ;
29 %olddrop=%drop ;

s l e ep (1) ;
31 p r in t "\n" ;

}
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Appendix B

Puppet Recipe for Creation of
Packet Queues

Following script shows a puppet recipe for the creation of packet queues.
1 i p t a b l e s { " ru l e1 " :

task => " tc " ,
3 ob j e c t => " qd i s c " ,

command => "add" ,
5 dev => "eth2 " ,

l e v e l => " root " ,
7 handle => " 1 : " ,

queue => "htb" ,
9 number => " 12 : " ,

}
11 i p t a b l e s { " ru l e2 " :

task => " tc " ,
13 ob j e c t => " c l a s s " ,

command => "add" ,
15 dev => "eth2 " ,

l e v e l => "parent " ,
17 parent id => " 1 : " ,

c l a s s i d => " 1 :1 " ,
19 queue => "htb" ,

ra t e => "50kbps" ,
21 max_rate => "50kbps" ,

}
23 i p t a b l e s { " ru l e3 " :

task => " tc " ,
25 ob j e c t => " c l a s s " ,

command => "add" ,
27 dev => "eth2 " ,

l e v e l => "parent " ,
29 parent id => " 1 :1 " ,

c l a s s i d => " 1:10 " ,
31 queue => "htb" ,

ra t e => "50kbps" ,
33 max_rate => "50kbps" ,

p r i o r i t y => "1" ,
35 }

37 i p t a b l e s { " ru l e4 " :
task => " tc " ,

39 ob j e c t => " c l a s s " ,
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command => "add" ,
41 dev => "eth2 " ,

l e v e l => "parent " ,
43 parent id => " 1 :1 " ,

c l a s s i d => " 1:11 " ,
45 queue => "htb" ,

ra t e => "50kbps" ,
47 max_rate => "50kbps" ,

p r i o r i t y => "2" ,
49 }

51 i p t a b l e s { " ru l e5 " :
task => " tc " ,

53 ob j e c t => " c l a s s " ,
command => "add" ,

55 dev => "eth2 " ,
l e v e l => "parent " ,

57 parent id => " 1 :1 " ,
c l a s s i d => " 1:12 " ,

59 queue => "htb" ,
ra t e => "50kbps" ,

61 max_rate => "50kbps" ,
p r i o r i t y => "3" ,

63 }

65 i p t a b l e s { " ru l e6 " :
task => " tc " ,

67 ob j e c t => " qd i s c " ,
command => "add" ,

69 dev => "eth2 " ,
l e v e l => "parent " ,

71 parent id => " 1:10 " ,
handle => " 20 : " ,

73 queue => " s f q " ,
number => " 10 : " ,

75 }

77 i p t a b l e s { " ru l e7 " :
task => " tc " ,

79 ob j e c t => " qd i s c " ,
command => "add" ,

81 dev => "eth2 " ,
l e v e l => "parent " ,

83 parent id => " 1:11 " ,
handle => " 30 : " ,

85 queue => " s f q " ,
number => " 10 : " ,

87 }

89 i p t a b l e s { " ru l e8 " :
task => " tc " ,

91 ob j e c t => " qd i s c " ,
command => "add" ,

93 dev => "eth2 " ,
l e v e l => "parent " ,

95 parent id => " 1:12 " ,
handle => " 40 : " ,

97 queue => " s f q " ,
number => " 10 : " ,

99 }

101 i p t a b l e s { " ru l e9 " :
task => " tc " ,

103 ob j e c t => " qd i s c " ,
command => "add" ,

105 dev => "eth2 " ,
l e v e l => "parent " ,

107 parent id => " 1:13 " ,
handle => " 50 : " ,

109 queue => " s f q " ,
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number => " 10 : " ,
111 }

113 i p t a b l e s { " ru l e10 " :
task => " tc " ,

115 ob j e c t => " f i l t e r " ,
command => "add" ,

117 dev => "eth2 " ,
l e v e l => "parent " ,

119 parent id => " 1 :0 " ,
p r i o r i t y => "1" ,

121 pro toco l => " ip " ,
f i l t e r_ typ e => "u32" ,

123 f i l t e r_match => " ip " ,
tos => " nu l l " ,

125 c l a s s i d => " 1:10 " ,
}

127
i p t a b l e s { " ru l e11 " :

129 task => " tc " ,
ob j e c t => " f i l t e r " ,

131 command => "add" ,
dev => "eth2 " ,

133 l e v e l => "parent " ,
parent id => " 1 :0 " ,

135 p r i o r i t y => "2" ,
p ro toco l => " ip " ,

137 f i l t e r_ typ e => "u32" ,
f i l t e r_match => " ip " ,

139 tos => "0x48 0 x f f " ,
c l a s s i d => " 1:11 " ,

141 }

143 i p t a b l e s { " ru l e12 " :
task => " tc " ,

145 ob j e c t => " f i l t e r " ,
command => "add" ,

147 dev => "eth2 " ,
l e v e l => "parent " ,

149 parent id => " 1 :0 " ,
p r i o r i t y => "3" ,

151 pro toco l => " ip " ,
f i l t e r_ typ e => "u32" ,

153 f i l t e r_match => " ip " ,
tos => "0x68 0 x f f " ,

155 c l a s s i d => " 1:12 " ,
}

157
i p t a b l e s { " ru l e13 " :

159 task => " i p t ab l e s " ,
t ab l e => "mangle" ,

161 chain => "FORWARD" ,
i n i f a c e => "eth0 " ,

163 ou t i f a c e => "eth2 " ,
proto => "udp" ,

165 spor t => " rt sp " ,
dport => " rt sp " ,

167 jump => "TOS" ,
tos => " nu l l " ,

169 }

171 i p t a b l e s { " ru l e14 " :
task => " i p t ab l e s " ,

173 tab l e => "mangle" ,
chain => "FORWARD" ,

175 i n i f a c e => "eth0 " ,
o u t i f a c e => "eth2 " ,

177 proto => " tcp" ,
spor t => " f tp " ,

179 dport => " f tp " ,
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jump => "TOS" ,
181 tos => "0x68 0 x f f " ,

}
183

i p t a b l e s { " ru l e15 " :
185 task => " i p t ab l e s " ,

t ab l e => "mangle" ,
187 chain => "FORWARD" ,

i n i f a c e => "eth0 " ,
189 ou t i f a c e => "eth2 " ,

proto => "udp" ,
191 spor t => " s ip " ,

dport => " s ip " ,
193 jump => "TOS" ,

tos => "0x48 0 x f f " ,
195 }

197 i p t a b l e s { " ru l e16 " :
task => " i p t ab l e s " ,

199 tab l e => "mangle" ,
chain => "FORWARD" ,

201 i n i f a c e => "eth0 " ,
o u t i f a c e => "eth2 " ,

203 proto => " tcp" ,
spor t => "http " ,

205 dport => "http " ,
jump => "TOS" ,

207 tos => "0x68 0 x f f " ,
}
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Appendix C

Ruby Script to Translate Puppet
Recipe to IPTables

Following script is used to translate Puppet recipe into IPTables.
1 r equ i r e " ipaddr "

3 module Puppet

5 @@rules = {}

7 @@current_rules = {}

9 @@ordered_rules = {}

11 @@total_rule_count = 0

13 @@instance_count = 0

15 @@table_counters = {
’ f i l t e r ’ => 1 ,

17 ’ nat ’ => 1 ,
’ mangle ’ => 1 ,

19 ’ raw ’ => 1
}

21
@@usecidr = n i l

23
@@final ized = f a l s e

25
# pre and post r u l e s are loaded from f i l e s

27 # pre . i p t a b l e s post . i p t a b l e s in / etc /puppet/ i p t a b l e s
@@pre_file = "/ etc /puppet/ i p t a b l e s / pre . i p t a b l e s "

29 @@post_file = "/ etc /puppet/ i p t a b l e s / post . i p t a b l e s "
@@she l l_f i l e = "/ etc /QoS/QoS . sh"

31
# l o c a t i on where i p t a b l e s b i n a r i e s are to be found

33 @@iptables_dir = "/ sb in "

35 # order in which the d i f f e r e n t s cha ins appear in ip tab l e s−save ’ s output . Used
# to so r t the r u l e s the same way ip tab l e s−save does .

37 @@chain_order = {
’PREROUTING’ => 1 ,

39 ’INPUT ’ => 2 ,
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’FORWARD’ => 3 ,
41 ’OUTPUT’ => 4 ,

’POSTROUTING’ => 5 ,
43 }

45 newtype ( : i p t a b l e s ) do
@doc = "Manipulate i p t a b l e s r u l e s "

47
newparam ( : name) do

49 desc "The name o f the r e sou r c e "
isnamevar

51 end

53 newparam ( : chain ) do
desc " holds value o f i p t a b l e s −A parameter .

55 Po s s i b l e va lues are : ’INPUT ’ , ’FORWARD’ , ’OUTPUT’ , ’PREROUTING ’ , ’
POSTROUTING ’ .

Defau l t value i s ’INPUT ’ "
57 newvalues ( : INPUT, :FORWARD, :OUTPUT, :PREROUTING, :POSTROUTING)

de f au l t t o "INPUT"
59 end

61 newparam ( : t ab l e ) do
desc "one o f the f o l l ow ing t ab l e s : ’ nat ’ , ’ mangle ’ ,

63 ’ f i l t e r ’ and ’ raw ’ . Defau l t one i s ’ f i l t e r ’ "
newvalues ( : nat , : mangle , : f i l t e r , : raw )

65 de f au l t t o " f i l t e r "
end

67
newparam ( : proto ) do

69 desc " holds value o f i p t a b l e s −−pro toco l parameter .
Po s s i b l e va lues are : ’ tcp ’ , ’ udp ’ , ’ icmp ’ , ’ esp ’ , ’ ah ’ , ’ vrrp ’ , ’ igmp ’ , ’

a l l ’ .
71 Defau l t value i s ’ a l l ’ "

newvalues ( : tcp , : udp , : icmp , : esp , : ah , : vrrp , : igmp , : a l l )
73 d e f au l t t o " a l l "

end
75

newparam ( : jump) do
77 desc " holds value o f i p t a b l e s −−jump ta rg e t

Po s s i b l e va lues are : ’ACCEPT ’ , ’DROP ’ , ’REJECT ’ , ’DNAT’ , ’LOG ’ , ’MASQUERADE
’ , ’REDIRECT ’ . "

79 newvalues ( :ACCEPT, :DROP, :REJECT, :DNAT, :LOG, :MASQUERADE, :REDIRECT, :TOS)
de f au l t t o "TOS"

81 end

83 newparam ( : source ) do
desc " value f o r i p t a b l e s −−source parameter "

85 end

87 newparam ( : d e s t i n a t i on ) do
desc " value f o r i p t a b l e s −−de s t i n a t i on parameter "

89 end

91 newparam ( : spor t ) do
desc " holds value o f i p t a b l e s [ . . ] −−source−port parameter .

93 I f array i s s p e c i f i e d , va lues w i l l be passed to mult iport module .
Only app l i e s to tcp /udp . "

95 d e f au l t t o ""
end

97
newparam ( : dport ) do

99 desc " holds value o f i p t a b l e s [ . . ] −−des t ina t i on−port parameter .
I f array i s s p e c i f i e d , va lues w i l l be passed to mult iport module .

101 Only app l i e s to tcp /udp . "
d e f au l t t o ""

103 end

105 newparam ( : i n i f a c e ) do
desc " value f o r i p t a b l e s −−in−i n t e r f a c e parameter "
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107 end

109 newparam ( : ou t i f a c e ) do
desc " value f o r i p t a b l e s −−out−i n t e r f a c e parameter "

111 end

113 newparam ( : todes t ) do
desc " value f o r i p t a b l e s ’− j DNAT −−to−de s t i n a t i on ’ parameter "

115 de f au l t t o ""
end

117
newparam ( : r e j e c t ) do

119 desc " value f o r i p t a b l e s ’− j REJECT −−r e j e c t −with ’ parameter "
d e f au l t t o ""

121 end

123 newparam ( : l og_l eve l ) do
desc " value f o r i p t a b l e s ’− j LOG −−log−l e v e l ’ parameter "

125 de f au l t t o ""
end

127
newparam ( : l og_pre f ix ) do

129 desc " value f o r i p t a b l e s ’− j LOG −−log−p r e f i x ’ parameter "
d e f au l t t o ""

131 end

133 newparam ( : icmp ) do
desc " value f o r i p t a b l e s ’−p icmp −−icmp−type ’ parameter "

135 de f au l t t o ""
end

137
newparam ( : s t a t e ) do

139 desc " value f o r i p t a b l e s ’−m sta t e −−s t a t e ’ parameter .
Po s s i b l e va lues are : ’INVALID ’ , ’ESTABLISHED ’ , ’NEW’ , ’RELATED ’ . "

141 end

143 newparam ( : l im i t ) do
desc " value f o r i p t a b l e s ’−m l im i t −−l im i t ’ parameter .

145 Example va lues are : ’50/ sec ’ , ’40/min ’ , ’30/ hour ’ , ’10/ day ’ . "
d e f au l t t o ""

147 end

149 newparam ( : burst ) do
desc " value f o r ’−− l im i t−burst ’ parameter .

151 Example va lues are : ’ 5 ’ , ’ 1 0 ’ . "
d e f au l t t o ""

153 end

155 newparam ( : r e d i r e c t ) do
desc " value f o r i p t a b l e s ’− j REDIRECT −−to−port s ’ parameter . "

157 d e f au l t t o ""
end

159
newparam ( : task ) do

161 desc "The name o f the s e r v i c e "
newvalues ( : tc , : i p t a b l e s )

163 d e f au l t t o " i p t a b l e s "
end

165
newparam ( : number ) do

167 desc "Number o f app l i c a t i o n s / use r s f o r qua l i t y s e r v i c e "
d e f au l t t o 0

169 end

171 #Usage : tc [ OPTIONS ] OBJECT { COMMAND | help }
#where OBJECT := { qd i s c | c l a s s | f i l t e r }

173 #OPTIONS := { −s [ t a t i s t i c s ] | −d [ e t a i l s ] | −r [ aw ] }
newparam ( : ob j e c t ) do

175 desc " holds value o f tc ob j e c t types .
Po s s i b l e va lues are : ’ qd i s c ’ , ’ c l a s s ’ , ’ f i l t e r ’ . "
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177 newvalues ( : qdisc , : c l a s s , : f i l t e r )
d e f au l t t o " qd i s c "

179 end

181 #Usage : tc qd i s c [ add | de l | r ep l a c e | change | get ] dev STRING
#[ handle QHANDLE ] [ root | i n g r e s s | parent CLASSID ]

183 #[ es t imator INTERVAL TIME_CONSTANT ]
#[ [ QDISC_KIND ] [ he lp | OPTIONS ] ]

185 newparam ( : command) do
desc " holds value o f ob j e c t command func t i on s .

187 Pos s i b l e va lues are : ’ add ’ , ’ de l ’ , ’ r ep l a c e ’ , ’ change ’ , ’ get ’ . "
newvalues ( : add , : del , : r ep lace , : change , : get )

189 d e f au l t t o "add"
end

191
newparam ( : dev i ce ) do

193 desc "network dev i ce to which we want attach a queue . "
end

195
newparam ( : l e v e l ) do

197 desc " i n d i c a t e s that the queue i s at what l e v e l o f network dev i ce .
Po s s i b l e va lues are : ’ root ’ , ’ i n g r e s s ’ , ’ parent ’ . "

199 newvalues ( : root , : i ng r e s s , : parent )
d e f au l t t o " root "

201 end

203 newparam ( : handle ) do
desc " r ep r e s en t s the unique handle that i s a s s i gned by the user to the queuing

d i s c i p l i n e . "
205 end

207 #th i s i s incomplete l i t s o f supported queues
newparam ( : queue ) do

209 desc " i n d i c a t e s queueing d i s c i p l i n e , which i s ab le to enqueue and dequeue packets .
Po s s i b l e va lues are : ’ f i f o ’ , ’ p r i o ’ , ’ tb f ’ , ’ htb ’ , ’ s f q ’ , ’ cbq ’ , ’ red ’ , ’

gred ’ , ’ atm ’ . "
211 newvalues ( : f i f o , : pr io , : tbf , : htb , : s fq , : cbq , : red , : gred , : atm)

de f au l t t o " root "
213 end

215 newparam ( : parent id ) do
desc " r ep r e s en t s the handle o f the parent queuing d i s c i p l i n e . "

217 end

219 newparam ( : c l a s s i d ) do
desc "network dev i ce to which we want attach a queue . "

221 end

223 newparam ( : ra t e ) do
desc " d e f i n e s the minimum thre sho ld value in bytes "

225 end

227 newparam ( : max_rate ) do
desc " d e f i n e s the maximum thre sho ld value in bytes . "

229 end

231 newparam ( : p r i o r i t y ) do
desc " i d e n t i f i e s the v i r t u a l queue p r i o r i t y . "

233 end

235 newparam ( : tos ) do
desc " value o f type s e r v i c e marker . "

237 end

239 newparam ( : f i l t e r_ typ e ) do
desc " to c l a s s i f y (map) packets based on c e r t a i n p r op e r t i e s o f the packet . "

241 newvalues ( : rsvp | : u32 | : fw | : route )
d e f au l t t o "u32"

243 end
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245 newparam ( : f i l t e r_match ) do
desc " conta in s d e f i n i t i o n o f the pattern , that w i l l be matched to the cu r r en t l y

proces sed packet . "
247 d e f au l t t o " ip "

end
249

# Parse the output o f i p tab l e s−save and return a hash with every parameter
251 # of each ru l e

de f load_current_rules ( numbered = f a l s e )
253 i f ( numbered )

# r e s e t t ab l e counter s to 0
255 @@table_counters = {

’ f i l t e r ’ => 0 ,
257 ’ nat ’ => 0 ,

’ mangle ’ => 0 ,
259 ’ raw ’ => 0

}
261 end

263 tab l e = ’ ’
loaded_rules = {}

265 tab l e_ru l e s = {}
counter = 1

267
‘#{@@iptables_dir }/ ip tab l e s−save ‘ . each { | l |

269 i f /^\∗\S+/.match ( l )
t ab l e = s e l f . matched ( l . scan (/^\∗(\S+)/) )

271
# i n i t loaded_rules hash

273 loaded_rules [ t ab l e ] = {} un l e s s loaded_rules [ t ab l e ]
tab l e_ru l e s = loaded_rules [ t ab l e ]

275
# r e s e t counter

277 counter = 1

279 e l s i f /^−A/ . match ( l )
# matched ru l e

281 chain = s e l f . matched ( l . scan(/^−A (\S+)/) )

283 tab l e = s e l f . matched ( l . scan(/− t (\S+)/) )
t ab l e = " f i l t e r " un l e s s t ab l e

285
proto = s e l f . matched ( l . scan(/−p (\S+)/) )

287 proto = " a l l " un l e s s proto

289 jump = s e l f . matched ( l . scan(/− j (\S+)/) )
jump = "" un l e s s jump

291
source = s e l f . matched ( l . scan(/− s (\S+)/) )

293 i f source
ip = IpCidr . new( source )

295 i f @@usecidr
source = ip . c i d r

297 e l s e
source = ip . to_s

299 source += sp r i n t f ( "/%s" , ip . netmask ) un l e s s ip . p r e f i x l e n == 32
end

301 end

303 de s t i n a t i on = s e l f . matched ( l . scan(/−d (\S+)/) )
i f d e s t i n a t i on

305 ip = IpCidr . new( de s t i n a t i on )
i f @@usecidr

307 de s t i n a t i on = ip . c i d r
e l s e

309 de s t i n a t i on = ip . to_s
de s t i n a t i on += sp r i n t f ( "/%s" , ip . netmask ) un l e s s ip . p r e f i x l e n == 32

311 end
end

313
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spor t = s e l f . matched ( l . scan(/−−spor t [ s ] ? (\S+)/) )
315 sport = "" un l e s s spor t

317 dport = s e l f . matched ( l . scan(/−−dport [ s ] ? (\S+)/) )
dport = "" un l e s s dport

319
i n i f a c e = s e l f . matched ( l . scan(/− i (\S+)/) )

321 i n i f a c e = "" un l e s s i n i f a c e

323 ou t i f a c e = s e l f . matched ( l . scan(/−o (\S+)/) )
ou t i f a c e = "" un l e s s o u t i f a c e

325
todes t = s e l f . matched ( l . scan(/−−to−de s t i n a t i on (\S+)/) )

327 todes t = "" un l e s s todes t

329 r e j e c t = s e l f . matched ( l . scan(/−− r e j e c t −with (\S+)/) )
r e j e c t = "" un l e s s r e j e c t

331
l og_leve l = s e l f . matched ( l . scan(/−− log−l e v e l (\S+)/) )

333 l og_leve l = "" un l e s s l og_l eve l

335 log_pre f i x = s e l f . matched ( l . scan(/−− log−p r e f i x (\S+)/) )
l og_pre f i x = "" un l e s s l og_pre f ix

337
icmp = s e l f . matched ( l . scan(/−−icmp−type (\S+)/) )

339 icmp = "" un l e s s icmp

341 s t a t e = s e l f . matched ( l . scan(/−− s t a t e (\S+)/) )
s t a t e = "" un l e s s s t a t e

343
l im i t = s e l f . matched ( l . scan(/−− l im i t (\S+)/) )

345 l im i t = "" un l e s s l im i t

347 burst = s e l f . matched ( l . scan(/−− l im i t−burst (\S+)/) )
burst = "" un l e s s burst

349
r e d i r e c t = s e l f . matched ( l . scan(/−−to−port s (\S+)/) )

351 r e d i r e c t = "" un l e s s r e d i r e c t

353 data = {
’ chain ’ => chain ,

355 ’ t ab l e ’ => table ,
’ proto ’ => proto ,

357 ’ jump ’ => jump ,
’ source ’ => source ,

359 ’ d e s t i n a t i on ’=> des t ina t i on ,
’ spor t ’ => sport ,

361 ’ dport ’ => dport ,
’ i n i f a c e ’ => in i f a c e ,

363 ’ o u t i f a c e ’ => out i f a c e ,
’ t ode s t ’ => todest ,

365 ’ r e j e c t ’ => re j e c t ,
’ l og_ l eve l ’ => log_leve l ,

367 ’ l og_pre f ix ’ => log_pre f ix ,
’ icmp ’ => icmp ,

369 ’ s t a t e ’ => state ,
’ l im i t ’ => l imi t ,

371 ’ burst ’ => burst ,
’ r e d i r e c t ’ => red i r e c t ,

373 }

375 i f ( numbered )
tab l e_ru l e s [ counter . to_s + " " +l . s t r i p ] = data

377
# we a l s o s e t t ab l e counter s to i nd i c a t e amount

379 # of cur rent r u l e s in each table , that w i l l be needed i f
# we dec ide to r e f r e s h them

381 @@table_counters [ t ab l e ] += 1
e l s e

383 tab l e_ru l e s [ l . s t r i p ] = data

201



end
385

counter += 1
387 end

}
389 return loaded_rules

end
391

# Small he lpe r used in load_current_rules ( )
393 de f matched ( data )

i f data . instance_of ?( Array )
395 data . each { | s |

i f s . instance_of ?( Array )
397 s . each { | z |

r e turn z . to_s
399 }

e l s e
401

return s . to_s
403 end

}
405 end

n i l
407 end

409 # Fix t h i s func t i on
de f load_rules_from_fi le ( ru l e s , file_name , ac t i on )

411 i f F i l e . e x i s t ?( f i le_name )
counter = 0

413 F i l e . open ( file_name , " r " ) do | i n f i l e |
whi le ( l i n e = i n f i l e . g e t s )

415 next un l e s s /^\ s ∗ [^\ s#] / . match ( l i n e . s t r i p )
t ab l e = l i n e [/− t \ s+\S+/]

417 tab l e = "−t f i l t e r " un l e s s t ab l e
t ab l e . sub !(/^− t \ s+/, ’ ’ )

419 r u l e s [ t ab l e ] = [ ] un l e s s r u l e s [ t ab l e ]
r u l e =

421 { ’ t ab l e ’ => table ,
’ f u l l r u l e ’ => l i n e . s t r i p ,

423 ’ a l t r u l e ’ => l i n e . s t r i p }

425 i f ( ac t i on == : prepend )
r u l e s [ t ab l e ] . i n s e r t ( counter , r u l e )

427 e l s e
r u l e s [ t ab l e ] . push ( ru l e )

429 end

431 counter += 1
end

433 end
end

435 end

437 # f i n a l i z e ( ) ge t s run once every i p t a b l e s r e sou r c e has been dec la r ed .
# I t dec ide s i f puppet r e s ou r c e s d i f f e r from cur r en t l y a c t i v e i p t a b l e s

439 # ru l e s and app l i e s the nece s sa ry changes .
de f f i n a l i z e

441 old = f a l s e
i f o ld

443 # so r t r u l e s by a l phabe t i c a l order , grouped by chain , e l s e they a r r i v e in
# random order and cause puppet to re l oad i p t ab l e s r u l e s .

445
@@rules . each_key { | key |

447 @@rules [ key ] = @@rules [ key ] . sort_by { | r u l e | [ r u l e [ " chain_prio " ] , r u l e [ "name" ] ] }
}

449
# add numbered ve r s i on to each ru l e

451 @@table_counters . each_key { | t ab l e |
rules_to_set = @@rules [ t ab l e ]

453 i f rules_to_set
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counter = 1
455 rules_to_set . each { | r u l e |

r u l e [ ’ numbered ru l e ’ ] = counter . to_s + " "+ru l e [ " f u l l r u l e " ]
457 ru l e [ ’ a l tned ru l e ’ ] = counter . to_s + " "+ru l e [ " a l t r u l e " ]

counter += 1
459 }

end
461 }

463 # On the f i r s t round we de l e t e r u l e s which do not match what
# we want to s e t . We have to do i t in the loop un t i l we

465 # exhaust a l l ru l e s , as some o f them may appear as mul t ip l e t imes
whi le s e l f . delete_not_matched_rules > 0

467 end

469 # Now we need to take care o f r u l e s which are new or out o f order .
# The way we do i t i s that i f we f i nd any d i f f e r e n c e with the

471 # current ru l e s , we add a l l new ones and remove a l l o ld ones .
i f s e l f . r u l e s_are_d i f f e r en t

473 # load new new ru l e s
benchmark ( : not ice , s e l f . noop ? " r u l e s would have changed . . . ( noop ) " : " r u l e s have

changed . . . " ) do
475 # load new ru l e s

@@table_counters . each { | t ab l e |
477 rules_to_set = @@rules [ t ab l e ]

i f ru les_to_set
479 rules_to_set . each { | rule_to_set |

i f s e l f . noop
481 debug ( "Would have run ’ i p t a b l e s −t #{tab l e } #{rule_to_set [ ’ a l t r u l e ’ ] } ’ (

noop ) " )
next

483 e l s e
debug ( "Running ’ i p t a b l e s −t #{tab l e } #{rule_to_set [ ’ a l t r u l e ’ ] } ’ " )

485 ‘#{@@iptables_dir }/ i p t a b l e s −t #{tab l e } #{rule_to_set [ ’ a l t r u l e ’ ] } ‘
end

487 }
end

489 }

491 # de l e t e o ld r u l e s
@@table_counters . each { | t ab l e |

493 current_table_ru les = @@current_rules [ t ab l e ]
i f current_table_rules

495 current_table_rules . each { | ru le , data |
i f s e l f . noop

497 debug ( "Would have run ’ i p t a b l e s −t #{tab l e } −D #{data [ ’ chain ’ ] } 1 ’ ( noop )
" )

next
499 e l s e

debug ( "Running ’ i p t a b l e s −t #{tab l e } −D #{data [ ’ chain ’ ] } 1 ’ " )
501 ‘#{@@iptables_dir }/ i p t a b l e s −t #{tab l e } −D #{data [ ’ chain ’ ] } 1 ‘

end
503 }

end
505 }

end
507

@@rules = {}
509 end

e l s e
511 # TOS f un c t i o n a l i t y

f = F i l e . new( @@shel l_f i le , "w+" )
513 @@table_counters . each { | t ab l e |

rules_to_set = @@rules [ t ab l e ]
515 i f rules_to_set

rules_to_set . each { | rule_to_set |
517

i f s e l f . noop
519 debug ( "Would have run ’#{ rule_to_set [ ’ f u l l r u l e ’ ] } ’ ( noop ) " )

next
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521 e l s e
debug ( "Writing the ru l e ’#{ rule_to_set [ ’ a l t r u l e ’ ] } ’ " )

523 i f t ab l e != " tc "
f . puts ( rule_to_set [ ’ f u l l r u l e ’ ] )

525 f . puts ( rule_to_set [ ’ a l t r u l e ’ ] )
e l s e

527 f . puts ( rule_to_set [ ’ f u l l r u l e ’ ] )
end

529 end
}

531 end
f . c l o s e

533 debug ( "Executing the s c r i p t now . . . " )
she l l_scr ipt_output = ‘ sudo chmod +x / etc /QoS/QoS . sh ‘

535 puts she l l_scr ipt_output
}

537 end
@@final ized = true

539 end

541 de f f i n a l i z e d ?
i f de f ined ? @@final ized

543 return @@final ized
e l s e

545 return f a l s e
end

547 end

549 # Check i f at l e a s t one ru l e found in ip tab l e s−save d i f f e r s from what i s
# de f ined in puppet r e s ou r c e s .

551 de f ru l e s_are_d i f f e r en t
# load cur rent r u l e s

553 @@current_rules = s e l f . load_current_rules ( t rue )

555 @@table_counters . each_key { | t ab l e |
rules_to_set = @@rules [ t ab l e ]

557 current_table_ru les = @@current_rules [ t ab l e ]
current_table_rules = {} un l e s s current_table_rules

559 i f rules_to_set
rules_to_set . each { | rule_to_set |

561 return true un l e s s current_table_rules [ rule_to_set [ ’ numbered ru l e ’ ] ] or
current_table_rules [ rule_to_set [ ’ a l tned ru l e ’ ] ]

}
563 end

}
565

return f a l s e
567 end

569 de f delete_not_matched_rules
# load cur rent r u l e s

571 @@current_rules = s e l f . load_current_rules

573 # count de l e t ed r u l e s from current a c t i v e
de l e t ed = 0 ;

575
# compare cur rent r u l e s with requested s e t

577 @@table_counters . each_key { | t ab l e |
rules_to_set = @@rules [ t ab l e ]

579 current_table_ru les = @@current_rules [ t ab l e ]
i f ru les_to_set

581 i f current_table_rules
rules_to_set . each { | rule_to_set |

583 f u l l_ ru l e = rule_to_set [ ’ f u l l r u l e ’ ]
a l t_ru l e = rule_to_set [ ’ a l t r u l e ’ ]

585 i f current_table_ru les [ f u l l_ ru l e ]
current_table_rules [ f u l l_ ru l e ] [ ’ keep ’ ] = ’me ’

587 e l s i f current_table_rules [ a l t_ru l e ]
current_table_rules [ a l t_ru l e ] [ ’ keep ’ ] = ’me ’

589 end

204



}
591 end

end
593

# de l e t e r u l e s not marked with "keep" => "me"
595 i f current_table_rules

current_table_rules . each { | ru le , data |
597 i f data [ ’ keep ’ ]

e l s e
599 i f s e l f . noop

debug ( "Would have run ’ i p t a b l e s −t #{tab l e } #{ru l e . sub(’−A ’ , ’−D ’) } ’ ( noop ) " )
601 next

e l s e
603 debug ( "Running ’ i p t a b l e s −t #{tab l e } #{ru l e . sub(’−A ’ , ’−D ’) } ’ " )

‘#{@@iptables_dir }/ i p t a b l e s −t #{tab l e } #{ru l e . sub("−A" , "−D") } ‘
605 end

de l e t ed += 1
607 end

}
609 end

}
611 return de l e t ed

end
613

de f eva luate
615 @@ordered_rules [ s e l f . name ] = @@instance_count

@@instance_count += 1
617

i f @@instance_count == @@total_rule_count
619 s e l f . f i n a l i z e un l e s s s e l f . f i n a l i z e d ?

end
621 return super

end
623

# Reset c l a s s v a r i a b l e s to t h e i r i n i t i a l va lue
625 de f s e l f . c l e a r

@@rules = {}
627

@@current_rules = {}
629

@@ordered_rules = {}
631

@@total_rule_count = 0
633

@@instance_count = 0
635

@@table_counters = {
637 ’ f i l t e r ’ => 1 ,

’ nat ’ => 1 ,
639 ’ mangle ’ => 1 ,

’ raw ’ => 1
641 }

643 @@final ized = f a l s e
super

645 end

647
de f i n i t i a l i z e ( args )

649 super ( args )

651 i f @@usecidr == n i l
i p t a b l e s v e r s i o n = ‘#{@@iptables_dir }/ i p t a b l e s −−vers ion ‘ . scan (/ v ([0 −9\. ]+) /)

653 i p t a b l e s v e r s i o n = i p t a b l e s v e r s i o n [ 0 ] [ 0 ] . s p l i t ( " . " )
i f i p t a b l e s v e r s i o n [ 0 ] . to_i < 2 and i p t a b l e s v e r s i o n [ 1 ] . to_i < 4

655 @@usecidr = f a l s e
e l s e

657 @@usecidr = true
end

659 end
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661 i n v a l i d r u l e = f a l s e
@@total_rule_count += 1

663
f u l l_ s t r i n g = ""

665
i f va lue ( : task ) . to_s == " i p t ab l e s "

667 f u l l_ s t r i n g = " i p t ab l e s "
tab l e = value ( : t ab l e ) . to_s

669 @@rules [ t ab l e ] = [ ] un l e s s @@rules [ t ab l e ]

671 i f va lue ( : t ab l e ) . to_s == " f i l t e r " and [ "PREROUTING" , "POSTROUTING" ] . i n c lude ?( value ( :
chain ) . to_s )

i n v a l i d r u l e = true
673 e r r ( "PREROUTING and POSTROUTING cannot be used in tab l e ’ f i l t e r ’ . I gnor ing ru l e . " )

e l s i f va lue ( : t ab l e ) . to_s == "nat" and [ "INPUT" , "FORWARD" ] . i n c lude ?( value ( : chain ) .
to_s )

675 i n v a l i d r u l e = true
e r r ( "INPUT and FORWARD cannot be used in tab l e ’ nat ’ . I gnor ing ru l e . " )

677 e l s i f va lue ( : t ab l e ) . to_s == "raw" and [ "INPUT" , "FORWARD" , "POSTROUTING" ] . i n c lude ?(
value ( : chain ) . to_s )

i n v a l i d r u l e = true
679 e r r ( "INPUT, FORWARD and POSTROUTING cannot be used in tab l e ’ raw ’ . Ignor ing ru l e . " )

e l s e
681 i p t a b l e s += "−t " + value ( : t ab l e ) . to_s + " "

f u l l_ s t r i n g += "−A " + value ( : chain ) . to_s
683 end

685 source = value ( : source ) . to_s
i f source != ""

687 ip = IpCidr . new( source )
i f @@usecidr

689 source = ip . c i d r
e l s e

691 source = ip . to_s
source += sp r i n t f ( "/%s" , ip . netmask ) un l e s s ip . p r e f i x l e n == 32

693 end
f u l l_ s t r i n g += " −s " + source

695 end

697 de s t i n a t i on = value ( : d e s t i n a t i on ) . to_s
i f d e s t i n a t i on != ""

699 ip = IpCidr . new( de s t i n a t i on )
i f @@usecidr

701 de s t i n a t i on = ip . c i d r
e l s e

703 de s t i n a t i on = ip . to_s
de s t i n a t i on += sp r i n t f ( "/%s" , ip . netmask ) un l e s s ip . p r e f i x l e n == 32

705 end
f u l l_ s t r i n g += " −d " + de s t i n a t i on

707 end

709 i f va lue ( : i n i f a c e ) . to_s != ""
i f [ "INPUT" , "FORWARD" , "PREROUTING" ] . i n c lude ?( value ( : chain ) . to_s )

711 f u l l_ s t r i n g += " − i " + value ( : i n i f a c e ) . to_s
e l s e

713 i n v a l i d r u l e = true
e r r ( "−−in−i n t e r f a c e only app l i e s to INPUT/FORWARD/PREROUTING. Ignor ing ru l e . " )

715 end
end

717 i f va lue ( : o u t i f a c e ) . to_s != ""
i f [ "OUTPUT" , "FORWARD" , "POSTROUTING" ] . i n c lude ?( value ( : chain ) . to_s )

719 f u l l_ s t r i n g += " −o " + value ( : o u t i f a c e ) . to_s
e l s e

721 i n v a l i d r u l e = true
e r r ( "−−out−i n t e r f a c e only app l i e s to OUTPUT/FORWARD/POSTROUTING. Ignor ing ru l e . " )

723 end
end

725
a l t_s t r i ng = f u l l_ s t r i n g
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727
i f va lue ( : proto ) . to_s != " a l l "

729 a l t_s t r i ng += " −p " + value ( : proto ) . to_s
f u l l_ s t r i n g += " −p " + value ( : proto ) . to_s

731 i f not [ " vrrp " , "igmp" ] . i n c lude ?( value ( : proto ) . to_s )
a l t_s t r i ng += " −m " + value ( : proto ) . to_s

733 end
end

735
i f va lue ( : dport ) . to_s != ""

737 i f [ " tcp " , "udp" ] . i n c lude ?( value ( : proto ) . to_s )
i f va lue ( : dport ) . c l a s s . to_s == "Array"

739 i f va lue ( : dport ) . l ength <= 15
f u l l_ s t r i n g += " −m mult iport −−dports " + value ( : dport ) . j o i n ( " , " )

741 a l t_s t r i ng += " −m mult iport −−dports " + value ( : dport ) . j o i n ( " , " )
e l s e

743 i n v a l i d r u l e = true
e r r ( " mult iport module only accepts <= 15 port s . Ignor ing ru l e . " )

745 end
e l s e

747 f u l l_ s t r i n g += " −−dport " + value ( : dport ) . to_s
a l t_s t r i ng += " −−dport " + value ( : dport ) . to_s

749 end
e l s e

751 i n v a l i d r u l e = true
e r r ( "−−des t ina t i on−port only app l i e s to tcp /udp . Ignor ing ru l e . " )

753 end
end

755 i f va lue ( : spor t ) . to_s != ""
i f [ " tcp " , "udp" ] . i n c lude ?( value ( : proto ) . to_s )

757 i f va lue ( : spor t ) . c l a s s . to_s == "Array"
i f va lue ( : spor t ) . l ength <= 15

759 f u l l_ s t r i n g += " −m mult iport −−spo r t s " + value ( : spor t ) . j o i n ( " , " )
a l t_s t r i ng += " −m mult iport −−spo r t s " + value ( : spor t ) . j o i n ( " , " )

761 e l s e
i n v a l i d r u l e = true

763 e r r ( " mult iport module only accepts <= 15 port s . Ignor ing ru l e . " )
end

765 e l s e
f u l l_ s t r i n g += " −−spor t " + value ( : spor t ) . to_s

767 a l t_s t r i ng += " −−spor t " + value ( : spor t ) . to_s
end

769 e l s e
i n v a l i d r u l e = true

771 e r r ( "−−source−port only app l i e s to tcp /udp . Ignor ing ru l e . " )
end

773 end

775 i f va lue ( : icmp ) . to_s != ""
i f va lue ( : proto ) . to_s != "icmp"

777 i n v a l i d r u l e = true
e r r ( "−−icmp−type only app l i e s to icmp . Ignor ing ru l e . " )

779 e l s e
f u l l_ s t r i n g += " −−icmp−type " + value ( : icmp ) . to_s

781 a l t_s t r i ng += " −−icmp−type " + value ( : icmp ) . to_s
end

783 end

785 # l e t ’ s s p e c i f y the order o f the s t a t e s as i p t a b l e s uses them
state_order = [ "INVALID" , "NEW" , "RELATED" , "ESTABLISHED" ]

787 i f va lue ( : s t a t e ) . c l a s s . to_s == "Array"

789 inva l i d_s ta t e = f a l s e
value ( : s t a t e ) . each { | v |

791 inva l i d_s ta t e = true un l e s s state_order . i n c lude ?( v )
}

793
i f va lue ( : s t a t e ) . l ength <= state_order . l ength and not inva l i d_s ta t e

795
# return only the elements that appear in both ar rays .
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797 # This f i l t e r s out bad e n t r i e s ( un fo r tunate ly s i l e n t l y ) , and orde r s the e n t r i e s
# in the same order as the ’ s tate_order ’ array

799 s t a t e s = state_order & value ( : s t a t e )

801 f u l l_ s t r i n g += " −m sta t e −−s t a t e " + s t a t e s . j o i n ( " , " )
a l t_s t r i ng += " −m sta t e −−s t a t e " + s t a t e s . j o i n ( " , " )

803 e l s e
i n v a l i d r u l e = true

805 e r r ( " ’ s t a t e ’ accepts any the f o l l ow ing s t a t e s : #{state_order . j o i n ( " , " ) } .
Ignor ing ru l e . " )

end
807 e l s i f va lue ( : s t a t e ) . to_s != ""

i f s tate_order . i n c lude ?( value ( : s t a t e ) )
809 f u l l_ s t r i n g += " −m sta t e −−s t a t e " + value ( : s t a t e ) . to_s

a l t_s t r i ng += " −m sta t e −−s t a t e " + value ( : s t a t e ) . to_s
811 e l s e

i n v a l i d r u l e = true
813 e r r ( " ’ s t a t e ’ accepts any the f o l l ow ing s t a t e s : #{state_order . j o i n ( " , " ) } .

Ignor ing ru l e . " )
end

815 end

817 i f va lue ( : l im i t ) . to_s != ""
l imit_value = value ( : l im i t ) . to_s

819 i f not l imit_value . i n c lude ? "/"
i n v a l i d r u l e = true

821 e r r ( " Please append a va l i d s u f f i x ( sec /min/hour/day ) to the value passed to ’
l im i t ’ . I gnor ing ru l e . " )

e l s e
823 l imit_value = l imit_value . s p l i t ( "/" )

i f l imit_value [ 0 ] !~ /^[0−9]+$/
825 i n v a l i d r u l e = true

e r r ( " ’ l im i t ’ va lues must be numeric . Ignor ing ru l e . " )
827 e l s i f [ " sec " , "min" , "hour" , "day" ] . i n c lude ? l imit_value [ 1 ]

f u l l_ s t r i n g += " −m l im i t −−l im i t " + value ( : l im i t ) . to_s
829 a l t_s t r i ng += " −m l im i t −−l im i t " + value ( : l im i t ) . to_s

e l s e
831 i n v a l i d r u l e = true

e r r ( " Please use only sec /min/hour/day s u f f i x e s with ’ l im i t ’ . I gnor ing ru l e . " )
833 end

end
835 end

837 i f va lue ( : burst ) . to_s != ""
i f va lue ( : l im i t ) . to_s == ""

839 i n v a l i d r u l e = true
e r r ( " ’ burst ’ makes no sense without ’ l im i t ’ . I gnor ing ru l e . " )

841 e l s i f va lue ( : burst ) . to_s !~ /^[0−9]+$/
i n v a l i d r u l e = true

843 e r r ( " ’ burst ’ accept s only numeric va lues . Ignor ing ru l e . " )
e l s e

845 f u l l_ s t r i n g += " −−l im i t−burst " + value ( : burst ) . to_s
a l t_s t r i ng += " −−l im i t−burst " + value ( : burst ) . to_s

847 end
end

849
f u l l_ s t r i n g += " −j " + value ( : jump) . to_s

851
i f va lue ( : task ) . to_s == " i p t ab l e s "

853 a l t_s t r i ng += " −j RETURN"
e l s e

855 a l t_s t r i ng += " −j " + value ( : jump) . to_s
end

857
f u l l_ s t r i n g += "−−set−tos " + value ( : to s ) . to_s + " "

859
i f va lue ( : jump) . to_s == "DNAT"

861 i f va lue ( : t ab l e ) . to_s != "nat"
i n v a l i d r u l e = true

863 e r r ( "DNAT only app l i e s to tab l e ’ nat ’ . " )

208



e l s i f va lue ( : todes t ) . to_s == ""
865 i n v a l i d r u l e = true

e r r ( "DNAT miss ing mandatory ’ todes t ’ parameter . " )
867 e l s e

f u l l_ s t r i n g += " −−to−de s t i n a t i on " + value ( : tode s t ) . to_s
869 a l t_s t r i ng += " −−to−de s t i n a t i on " + value ( : todes t ) . to_s

end
871 e l s i f va lue ( : jump) . to_s == "REJECT"

i f value ( : r e j e c t ) . to_s != ""
873 f u l l_ s t r i n g += " −−r e j e c t −with " + value ( : r e j e c t ) . to_s

a l t_s t r i ng += " −−r e j e c t −with " + value ( : r e j e c t ) . to_s
875 end

e l s i f va lue ( : jump) . to_s == "LOG"
877 i f va lue ( : l og_ l eve l ) . to_s != ""

f u l l_ s t r i n g += " −−log−l e v e l " + value ( : l og_ l eve l ) . to_s
879 a l t_s t r i ng += " −−log−l e v e l " + value ( : l og_ l eve l ) . to_s

end
881 i f va lue ( : l og_pre f ix ) . to_s != ""

# −−log−p r e f i x has a 29 cha ra c t e r s l im i t a t i o n .
883 log_pre f ix = "\"" + value ( : l og_pre f ix ) . to_s [ 0 , 2 7 ] + " : \""

f u l l_ s t r i n g += " −−log−p r e f i x " + log_pre f i x
885 a l t_s t r i ng += " −−log−p r e f i x " + log_pre f ix

end
887 e l s i f va lue ( : jump) . to_s == "MASQUERADE"

i f value ( : t ab l e ) . to_s != "nat"
889 i n v a l i d r u l e = true

e r r ( "MASQUERADE only app l i e s to tab l e ’ nat ’ . " )
891 end

e l s i f va lue ( : jump) . to_s == "REDIRECT"
893 i f va lue ( : r e d i r e c t ) . to_s != ""

f u l l_ s t r i n g += " −−to−port s " + value ( : r e d i r e c t ) . to_s
895 a l t_s t r i ng += " −−to−port s " + value ( : r e d i r e c t ) . to_s

end
897 end

899 chain_prio = @@chain_order [ va lue ( : chain ) . to_s ]
e l s i f va lue ( : task ) . to_s == " tc "

901 f u l l_ s t r i n g += " tc "
i f va lue ( : ob j e c t ) . to_s != ""

903 i f va lue ( : ob j e c t ) . to_s == " qd i s c "
f u l l_ s t r i n g += " qd i s c "

905 e l s i f va lue ( : ob j e c t ) . to_s == " c l a s s "
f u l l_ s t r i n g += " c l a s s "

907 e l s i f va lue ( : ob j e c t ) . to_s == " f i l t e r "
f u l l_ s t r i n g += " f i l t e r "

909 end
i f va lue ( : commad) . to_s == "add"

911 f u l l_ s t r i n g += "add "
i f va lue ( : dev i ce ) . to_s != ""

913 f u l l_ s t r i n g += "dev " + value ( : dev i ce ) . to_s + " "
i f va lue ( : l e v e l ) . to_s != ""

915 i f va lue ( : l e v e l ) . to_s == " root "
f u l l_ s t r i n g += " root "

917 e l s i f va lue ( : l e v e l ) . to_s == "parent "
f u l l_ s t r i n g += "parent " + value ( : parent id ) . to_s + " "

919 end
i f va lue ( : handle ) . to_s != ""

921 f u l l_ s t r i n g += "handle " + value ( : handle ) . to_s + " "
end

923 i f va lue ( : queue ) . to_s != "" and value ( : ob j e c t ) . to_s != " c l a s s "
f u l l_ s t r i n g += value ( : queue ) . to_s + " "

925 end
i f va lue ( : l e v e l ) . to_s == " root "

927 f u l l_ s t r i n g += " de f au l t " + value ( : number ) . to_s
e l s i f va lue ( : l e v e l ) . to_s == "parent " and value ( : ob j e c t ) . to_s != " c l a s s "

929 f u l l_ s t r i n g += "perturb " + value ( : number ) . to_s
end

931 end
end

933 i f value ( : ob j e c t ) . to_s == " c l a s s "
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i f va lue ( : c l a s s i d ) . to_s != ""
935 f u l l_ s t r i n g += " c l a s s i d " + value ( : c l a s s i d ) . to_s + " "

end
937 i f va lue ( : queue ) . to_s != "" and value ( : ob j e c t ) . to_s != " c l a s s "

f u l l_ s t r i n g += value ( : queue ) . to_s
939 end

i f va lue ( : r a t e ) . to_s != ""
941 f u l l_ s t r i n g += " rate " + value ( : r a t e ) . to_s + " "

i f va lue ( : max_rate ) . to_s != ""
943 f u l l_ s t r i n g += " c e i l " + value ( : max_rate ) . to_s + " "

end
945 end

end
947 i f value ( : ob j e c t ) . to_s != " qd i s c "

i f va lue ( : p r i o r i t y ) . to_s != ""
949 f u l l_ s t r i n g += " pr i o " + value ( : p r i o r i t y ) . to_s + " "

end
951 i f va lue ( : ob j e c t ) . to_s != " c l a s s "

i f va lue ( : proto ) . to_s != ""
953 f u l l_ s t r i n g += " pro toco l " + value ( : proto ) . to_s + " "

end
955 i f va lue ( : f i l t e r_ typ e ) . to_s != ""

f u l l_ s t r i n g += value ( : f i l t e r_ typ e ) . to_s + " "
957 end

i f va lue ( : f i l t e r_match ) . to_s != ""
959 f u l l_ s t r i n g += "match " + value ( : f i l t e r_match ) . to_s + " "

end
961 i f va lue ( : to s ) . to_s != ""

f u l l_ s t r i n g += " tos " + value ( : to s ) . to_s + " "
963 end

i f va lue ( : c l a s s i d ) . to_s != ""
965 f u l l_ s t r i n g += " c l a s s i d " + value ( : c l a s s i d ) . to_s

end
967 end

end
969 end

end
971 end

debug ( " i p t a b l e s param : #{f u l l_ s t r i n g }" )
973

i f i n v a l i d r u l e != true and value ( : task ) . to_s == " i p t ab l e s "
975 @@rules [ t ab l e ] .

push ({ ’name ’ => value ( : name) . to_s ,
977 ’ chain ’ => value ( : chain ) . to_s ,

’ task ’ => value ( : task ) . to_s ,
979 ’ t ab l e ’ => value ( : t ab l e ) . to_s ,

’ proto ’ => value ( : proto ) . to_s ,
981 ’ jump ’ => value ( : jump) . to_s ,

’ source ’ => value ( : source ) . to_s ,
983 ’ d e s t i n a t i on ’ => value ( : d e s t i n a t i on ) . to_s ,

’ spor t ’ => value ( : spor t ) . to_s ,
985 ’ dport ’ => value ( : dport ) . to_s ,

’ i n i f a c e ’ => value ( : i n i f a c e ) . to_s ,
987 ’ o u t i f a c e ’ => value ( : o u t i f a c e ) . to_s ,

’ to s ’ => value ( : to s ) . to_s ,
989 ’ todes t ’ => value ( : todes t ) . to_s ,

’ r e j e c t ’ => value ( : r e j e c t ) . to_s ,
991 ’ r e d i r e c t ’ => value ( : r e d i r e c t ) . to_s ,

’ l og_ l eve l ’ => value ( : l og_ l eve l ) . to_s ,
993 ’ l og_pre f ix ’ => value ( : l og_pre f ix ) . to_s ,

’ icmp ’ => value ( : icmp ) . to_s ,
995 ’ s t a t e ’ => value ( : s t a t e ) . to_s ,

’ l im i t ’ => value ( : l im i t ) . to_s ,
997 ’ burst ’ => value ( : burst ) . to_s ,

’ chain_prio ’ => chain_prio . to_s ,
999 ’ f u l l r u l e ’ => fu l l_s t r i n g ,

’ a l t r u l e ’ => a l t_s t r i ng })
1001 e l s i f i f i n v a l i d r u l e != true and value ( : task ) . to_s == " tc "

tab l e = " tc "
1003 @@rules [ t ab l e ] .

210



push ({ ’name ’ => value ( : name) . to_s ,
1005 ’ task ’ => value ( : task ) . to_s ,

’ ob j e c t ’ => value ( : ob j e c t ) . to_s ,
1007 ’command ’ => value ( : command) . to_s ,

’ dev i ce ’ => value ( : dev i ce ) . to_s ,
1009 ’ l e v e l ’ => value ( : l e v e l ) . to_s ,

’ handle ’ => value ( : handle ) . to_s ,
1011 ’ queue ’ => value ( : queue ) . to_s ,

’ parent id ’ => value ( : parent id ) . to_s ,
1013 ’ c l a s s i d ’ => value ( : c l a s s i d ) . to_s ,

’ r a t e ’ => value ( : r a t e ) . to_s ,
1015 ’max_rate ’ => value ( : max_rate ) . to_s ,

’ p r i o r i t y ’ => value ( : p r i o r i t y ) . to_s ,
1017 ’ to s ’ => value ( : to s ) . to_s ,

’ f i l t e r_ typ e ’ => value ( : f i l t e r_ typ e ) . to_s ,
1019 ’ f i l t e r_match ’ => value ( : l og_ l eve l ) . to_s ,

’ number ’ => value ( : number ) . to_s ,
1021 ’ f u l l r u l e ’ => fu l l_ s t r i n g })

end
1023 end

end
1025 end

1027
c l a s s IpCidr < IPAddr

1029
de f netmask

1031 _to_string (@mask_addr)
end

1033
de f p r e f i x l e n

1035 m = case @family
when Socket : :AF_INET

1037 IN4MASK
when Socket : : AF_INET6

1039 IN6MASK
e l s e

1041 r a i s e "unsupported address fami ly "
end

1043 return $1 . l ength i f /\A(1∗) (0∗) \z/ =~ (@mask_addr & m) . to_s (2)
r a i s e "bad addr_mask format "

1045 end

1047 de f c i d r
c i d r = s p r i n t f ( "%s/%s" , s e l f . to_s , s e l f . p r e f i x l e n )

1049 c i d r
end

1051
end
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Appendix D

Unparsed and Parsed Monitoring
Data Collected from Router

Following is unparsed monitoring data collected from Router.
1 17 :22 : 21 . 816251 IP ( tos 0x28 , t t l 127 , id 41740 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength

48) 10 . 3 7 . 2 . 2 53 . 3 864 > 163 . 5 . 2 5 5 . 9 . 6 5 4 5 8 : S , cksum 0xa704 ( c o r r e c t ) ,
814017946:814017946(0) win 65535 <mss 1460 ,nop , nop , sackOK>

17 :22 : 21 . 816761 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)
10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172

3 17 :22 : 21 . 833184 IP ( tos 0x28 , t t l 127 , id 41741 , o f f s e t 0 , f l a g s [ none ] , proto UDP (17) ,
l ength 200) 10 . 3 7 . 2 . 2 53 . 3 4722 > 10 . 3 7 . 8 4 . 5 3 . 1 5 7 2 6 : UDP, length 172

17 :22 : 21 . 836582 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)
10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172

5 17 :22 : 21 . 839172 IP ( tos 0xa0 , t t l 51 , id 61276 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
48) 163 . 5 . 2 55 . 9 . 6 5458 > 10 . 3 7 . 2 . 2 5 3 . 3 8 6 4 : S , cksum 0x9387 ( c o r r e c t ) ,
3598925289:3598925289(0) ack 814017947 win 65535 <mss 1460 , sackOK , eol>

17 :22 : 21 . 839449 IP ( tos 0x28 , t t l 127 , id 41742 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
40) 10 . 3 7 . 2 . 2 53 . 3 864 > 163 . 5 . 2 5 5 . 9 . 6 5 4 5 8 : . , cksum 0xbf4a ( c o r r e c t ) , 1 : 1 ( 0 ) ack 1 win
65535

7 17 :22 : 21 . 839517 IP ( tos 0x28 , t t l 127 , id 41743 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
46) 10 . 3 7 . 2 . 2 53 . 3 043 > 16 3 . 5 . 2 5 5 . 9 . 2 1 : P, cksum 0x6e96 ( c o r r e c t ) , 50760 :50766(6) ack
132647 win 65110

17 :22 : 21 . 853279 IP ( tos 0x28 , t t l 127 , id 41744 , o f f s e t 0 , f l a g s [ none ] , proto UDP (17) ,
l ength 200) 10 . 3 7 . 2 . 2 53 . 3 4722 > 10 . 3 7 . 8 4 . 5 3 . 1 5 7 2 6 : UDP, length 172

9 17 :22 : 21 . 856823 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)
10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172

17 :22 : 21 . 862620 IP ( tos 0xa0 , t t l 51 , id 61278 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
118) 163 . 5 . 2 55 . 9 . 6 5458 > 10 . 3 7 . 2 . 2 5 3 . 3 8 6 4 : P 1 : 79 (78 ) ack 1 win 65535

11 17 :22 : 21 . 862705 IP ( tos 0x80 , t t l 51 , id 61277 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
79) 1 6 3 . 5 . 2 5 5 . 9 . 2 1 > 10 . 3 7 . 2 . 2 5 3 . 3 0 4 3 : P 132647:132686(39) ack 50766 win 65535

17 :22 : 21 . 862724 IP ( tos 0xa0 , t t l 51 , id 61279 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
40) 163 . 5 . 2 55 . 9 . 6 5458 > 10 . 3 7 . 2 . 2 5 3 . 3 8 6 4 : F , cksum 0xbefb ( c o r r e c t ) , 79 : 79 (0 ) ack 1 win
65535

13 17 :22 : 21 . 863064 IP ( tos 0x28 , t t l 127 , id 41745 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
40) 10 . 3 7 . 2 . 2 53 . 3 864 > 163 . 5 . 2 5 5 . 9 . 6 5 4 5 8 : . , cksum 0xbf49 ( c o r r e c t ) , 1 : 1 ( 0 ) ack 80 win
65457

17 :22 : 21 . 863629 IP ( tos 0x28 , t t l 127 , id 41746 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
40) 10 . 3 7 . 2 . 2 53 . 3 864 > 163 . 5 . 2 5 5 . 9 . 6 5 4 5 8 : F , cksum 0xbf48 ( c o r r e c t ) , 1 : 1 ( 0 ) ack 80 win
65457

15 17 :22 : 21 . 873268 IP ( tos 0x28 , t t l 127 , id 41747 , o f f s e t 0 , f l a g s [ none ] , proto UDP (17) ,
l ength 200) 10 . 3 7 . 2 . 2 53 . 3 4722 > 10 . 3 7 . 8 4 . 5 3 . 1 5 7 2 6 : UDP, length 172

17 :22 : 21 . 876545 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)
10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172
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17 17 :22 : 21 . 886666 IP ( tos 0x80 , t t l 51 , id 61280 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
64) 1 6 3 . 5 . 2 5 5 . 9 . 2 1 > 10 . 3 7 . 2 . 2 5 3 . 3 0 4 3 : P, cksum 0x53dc ( c o r r e c t ) , 132686 :132710(24) ack
50766 win 65535

17 :22 : 21 . 886829 IP ( tos 0xa0 , t t l 51 , id 61281 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
40) 163 . 5 . 2 55 . 9 . 6 5458 > 10 . 3 7 . 2 . 2 5 3 . 3 8 6 4 : . , cksum 0xbefb ( c o r r e c t ) , 80 : 80 (0 ) ack 2 win
65534

19 17 :22 : 21 . 887133 IP ( tos 0x28 , t t l 127 , id 41748 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
40) 10 . 3 7 . 2 . 2 53 . 3 043 > 16 3 . 5 . 2 5 5 . 9 . 2 1 : . , cksum 0x1b46 ( c o r r e c t ) , 50766 :50766(0) ack
132710 win 65047

17 :22 : 21 . 891457 IP ( tos 0x28 , t t l 127 , id 41749 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
131) 10 . 3 7 . 2 . 2 53 . 3 043 > 1 6 3 . 5 . 2 5 5 . 9 . 2 1 : P 50766 :50857(91) ack 132710 win 65047

21 17 :22 : 21 . 893419 IP ( tos 0x28 , t t l 127 , id 41750 , o f f s e t 0 , f l a g s [ none ] , proto UDP (17) ,
l ength 200) 10 . 3 7 . 2 . 2 53 . 3 4722 > 10 . 3 7 . 8 4 . 5 3 . 1 5 7 2 6 : UDP, length 172

17 :22 : 21 . 896418 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)
10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172

23 17 :22 : 21 . 915364 IP ( tos 0x80 , t t l 51 , id 61282 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
77) 1 6 3 . 5 . 2 5 5 . 9 . 2 1 > 10 . 3 7 . 2 . 2 5 3 . 3 0 4 3 : P 132710:132747(37) ack 50857 win 65535

17 :22 : 21 . 916073 IP ( tos 0x28 , t t l 127 , id 41751 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
45) 10 . 3 7 . 2 . 2 53 . 3 043 > 16 3 . 5 . 2 5 5 . 9 . 2 1 : P, cksum 0x7c79 ( c o r r e c t ) , 50857 :50862(5) ack
132747 win 65010

25 17 :22 : 21 . 916788 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)
10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172

17 :22 : 21 . 917933 IP ( tos 0x28 , t t l 127 , id 41752 , o f f s e t 0 , f l a g s [ none ] , proto UDP (17) ,
l ength 200) 10 . 3 7 . 2 . 2 53 . 3 4722 > 10 . 3 7 . 8 4 . 5 3 . 1 5 7 2 6 : UDP, length 172

27 17 :22 : 21 . 936720 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)
10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172

17 :22 : 21 . 938044 IP ( tos 0x28 , t t l 127 , id 41753 , o f f s e t 0 , f l a g s [ none ] , proto UDP (17) ,
l ength 200) 10 . 3 7 . 2 . 2 53 . 3 4722 > 10 . 3 7 . 8 4 . 5 3 . 1 5 7 2 6 : UDP, length 172

29 17 :22 : 21 . 939510 IP ( tos 0x80 , t t l 51 , id 61283 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
132) 1 6 3 . 5 . 2 5 5 . 9 . 2 1 > 10 . 3 7 . 2 . 2 5 3 . 3 0 4 3 : P 132747:132839(92) ack 50862 win 65535

17 :22 : 21 . 940012 IP ( tos 0x28 , t t l 127 , id 41754 , o f f s e t 0 , f l a g s [DF] , proto TCP (6) , l ength
51) 10 . 3 7 . 2 . 2 53 . 3 043 > 16 3 . 5 . 2 5 5 . 9 . 2 1 : P, cksum 0x3e6c ( c o r r e c t ) , 50862 :50873(11) ack
132839 win 64918

31 17 :22 : 21 . 955830 IP ( tos 0xc0 , t t l 1 , id 0 , o f f s e t 0 , f l a g s [ none ] , proto UDP (17) , l ength 48)
10 . 3 7 . 2 . 2 49 . 1 985 > 2 2 4 . 0 . 0 . 2 . 1 9 8 5 : [ udp sum ok ] HSRPv0−h e l l o 20 : s t a t e=ac t i v e group=32

addr =10.37 .2 .251 he l l o t ime=1s holdtime=3s p r i o r i t y =200 auth=" c i s c o^@^@^@"
17 :22 : 21 . 956515 IP ( tos 0x0 , t t l 62 , id 0 , o f f s e t 0 , f l a g s [DF] , proto UDP (17) , l ength 200)

10 . 3 7 . 8 4 . 5 3 . 1 5726 > 10 . 3 7 . 2 . 2 5 3 . 3 4 7 2 2 : UDP, length 172

Following is parsed monitoring data collected from Router.
1 <?xml ve r s i on=" 1 .0 " encoding="ISO−8859−1"?>

<Packets>
3 <Packet>

<Time>17 : 2 2 : 2 1 .816251</Time>
5 <Tos>0x28</Tos>

<Id>41740</ Id>
7 <Protoco l>TCP</ Protoco l>

<Source_IP>10 . 3 7 . 2 . 2 5 3 . 3</Source_IP>
9 <Source_Port>3864</Source_Port>

<Destination_IP>163 . 5 . 2 5 5 . 9 . 6</Destination_IP>
11 <Destination_Port>65458</Destination_Port>

</Packet>
13 <Packet>

<Time>17 : 2 2 : 2 1 .833184</Time>
15 <Tos>0x28</Tos>

<Id>41741</ Id>
17 <Protoco l>UDP</ Protoco l>

<Source_IP>10 . 3 7 . 2 . 2 5 3 . 3</Source_IP>
19 <Source_Port>34722</Source_Port>

<Destination_IP>10 . 3 7 . 8 4 . 5 3 . 1</Destination_IP>
21 <Destination_Port>15726</Destination_Port>

</Packet>
23 <Packet>

<Time>17 : 2 2 : 2 1 .839172</Time>
25 <Tos>0xa0</Tos>
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<Id>61276</ Id>
27 <Protoco l>TCP</ Protoco l>

<Source_IP>163 . 5 . 2 5 5 . 9 . 6</Source_IP>
29 <Source_Port>65458</Source_Port>

<Destination_IP>10 . 3 7 . 2 . 2 5 3 . 3</Destination_IP>
31 <Destination_Port>3864</Destination_Port>

</Packet>
33 <Packet>

<Time>17 : 2 2 : 2 1 .839449</Time>
35 <Tos>0x28</Tos>

<Id>41742</ Id>
37 <Protoco l>TCP</ Protoco l>

<Source_IP>10 . 3 7 . 2 . 2 5 3 . 3</Source_IP>
39 <Source_Port>3864</Source_Port>

<Destination_IP>163 . 5 . 2 5 5 . 9 . 6</Destination_IP>
41 <Destination_Port>65458</Destination_Port>

</Packet>
43 <Packet>

<Time>17 : 2 2 : 2 1 .839517</Time>
45 <Tos>0x28</Tos>

<Id>41743</ Id>
47 <Protoco l>TCP</ Protoco l>

<Source_IP>10 . 3 7 . 2 . 2 5 3 . 3</Source_IP>
49 <Source_Port>3043</Source_Port>

<Destination_IP>163 . 5 . 2 5 5 . 9 . 2</Destination_IP>
51 <Destination_Port>21</Destination_Port>

</Packet>
53 <Packet>

<Time>17 : 2 2 : 2 1 .853279</Time>
55 <Tos>0x28</Tos>

<Id>41744</ Id>
57 <Protoco l>UDP</ Protoco l>

<Source_IP>10 . 3 7 . 2 . 2 5 3 . 3</Source_IP>
59 <Source_Port>34722</Source_Port>

<Destination_IP>10 . 3 7 . 8 4 . 5 3 . 1</Destination_IP>
61 <Destination_Port>15726</Destination_Port>

</Packet>
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Appendix E

Network Activity Log

Following is network activity log showing what devices are connected to Home net-

work. This information is used to detect new devices connecting to the network for our

experimentations.
arana@puppet−c l i e n t :~ $ arp −a

2 puppet−s e r v e r . l o c a l ( 1 9 2 . 1 6 8 . 2 2 . 3 ) at 0 0 : 1 5 : c5 : 2 4 : e3 : ac [ e ther ] on eth1
puppet ( 1 9 2 . 1 6 8 . 2 2 . 2 ) at 0 0 : 2 5 : 6 4 : 4 9 : ee :38 [ e ther ] on eth1

4 Annie−htc ( 1 9 2 . 1 6 8 . 2 2 . 4 ) at 7C: 7 1 : 9 3 : 0 0 : 1 5 : C2 [ w i f i ] on wlan0
? ( 1 0 . 3 7 . 2 . 2 5 1 ) at 00 : 00 : 0 c : 0 7 : ac :20 [ e ther ] on eth0

Following is network activity log showing what websites are being visited by different

devices (users) for our experiments.
1 arana@puppet−c l i e n t :~ $ sudo tshark − i eth0 −nn −e frame . date −e frame . time −e ip . s r c −f ’ port

80 ’ − l −t ad −n −R ’ http . request ’ −T f i e l d s −e http . host
Running as user " root " and group " root " . This could be dangerous .

3 Capturing on eth0
Jul 25 , 2011 19 :09 :15 .201387000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk

5 Jul 25 , 2011 19 :09 :15 .201787000 10 . 3 7 . 2 . 1 90 www. bbc . co . uk
Jul 25 , 2011 19 :09 :15 .209476000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk

7 Jul 25 , 2011 19 :09 :15 .381112000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk
Jul 25 , 2011 19 :09 :15 .393457000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk

9 Jul 25 , 2011 19 :09 :15 .413320000 10 . 3 7 . 2 . 1 90 j s . r e v s c i . net
Jul 25 , 2011 19 :09 :15 .421587000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk

11 Jul 25 , 2011 19 :09 :15 .444972000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk
Jul 25 , 2011 19 :09 :15 .542968000 10 . 3 7 . 2 . 1 90 node1 . bbcimg . co . uk

13 Jul 25 , 2011 19 :09 :15 .700906000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk
Jul 25 , 2011 19 :09 :15 .804782000 10 . 3 7 . 2 . 1 90 sa . bbc . co . uk

15 Jul 25 , 2011 19 :09 :15 .811104000 10 . 3 7 . 2 . 1 90 ad . doub l e c l i c k . net
Jul 25 , 2011 19 :09 :15 .877124000 10 . 3 7 . 2 . 1 90 sa . bbc . co . uk

17 Jul 25 , 2011 19 :09 :15 .954675000 10 . 3 7 . 2 . 1 90 s t a t i c . bbc . co . uk
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Following is network activity log showing the location proximity of devices for our

experiments.
1 F i r s t Floor : Kitchen

arana@puppet−c l i e n t :~ $ i w l i s t wlan0 scan
3 wlan0 Scan completed :

Ce l l 01 − Address : B4 : 1 4 : 8 9 : 1B:4E:D0
5 Channel : 8

Frequency : 2 . 4 4 7 GHz ( Channel 8)
7 Qual ity=62/70 S igna l l e v e l=−48 dBm

Encryption key : on
9 ESSID : "TSSG"

Bit Rates : 1 Mb/ s ; 2 Mb/ s ; 5 .5 Mb/ s ; 6 Mb/ s ; 9 Mb/ s
11 11 Mb/ s ; 12 Mb/ s ; 18 Mb/ s

Bit Rates :24 Mb/ s ; 36 Mb/ s ; 48 Mb/ s ; 54 Mb/ s
13 Mode : Master

Extra : t s f =00000 cf7b80cd178
15 Extra : Last beacon : 24416ms ago

IE : Unknown : 000454535347
17 IE : Unknown : 010882848B0C12961824

IE : Unknown : 030108
19 IE : Unknown : 2A0100

IE : Unknown : 2D1A6E181BFFFF000000000000000000000000000000000000000000
21 IE : IEEE 802.11 i /WPA2 Vers ion 1

Group Cipher : CCMP
23 Pai rwise Ciphers (1 ) : CCMP

Authent icat ion Su i t e s (1 ) : PSK
25 IE : Unknown : 32043048606C

IE : Unknown : 3D1608000700000000000000000000000000000000000000
27 IE : Unknown : 851

E0B0095000F00FF0319003131343241474E30320000000000000002000036
IE : Unknown : DD180050F2020101870003A4000027A4000042435E0062320000

29 IE : Unknown : DD06004096010103
IE : Unknown : DD050040960305

31 IE : Unknown : DD050040960B09
IE : Unknown : DD050040961401

33 F i r s t Floor : Communal Area
wlan0 Scan completed :

35 Ce l l 01 − Address : B4 : 1 4 : 8 9 : 1B:4E:D0
Channel : 8

37 Frequency : 2 . 4 4 7 GHz ( Channel 8)
Qual ity=57/70 S igna l l e v e l=−53 dBm

39 Encryption key : on
ESSID : "TSSG"

41 Bit Rates : 1 Mb/ s ; 2 Mb/ s ; 5 .5 Mb/ s ; 6 Mb/ s ; 9 Mb/ s
11 Mb/ s ; 12 Mb/ s ; 18 Mb/ s

43 Bit Rates :24 Mb/ s ; 36 Mb/ s ; 48 Mb/ s ; 54 Mb/ s
Mode : Master

45 Extra : t s f =00000 cf9496d1177
Extra : Last beacon : 8068ms ago

47 IE : Unknown : 000454535347
IE : Unknown : 010882848B0C12961824

49 IE : Unknown : 030108
IE : Unknown : 2A0100

51 IE : Unknown : 2D1A6E181BFFFF000000000000000000000000000000000000000000
IE : IEEE 802.11 i /WPA2 Vers ion 1

53 Group Cipher : CCMP
Pairwise Ciphers (1 ) : CCMP

55 Authent icat ion Su i t e s (1 ) : PSK
IE : Unknown : 32043048606C

57 IE : Unknown : 3D1608000700000000000000000000000000000000000000
IE : Unknown : 851

E0D0095000F00FF0319003131343241474E30320000000000000002000036
59 IE : Unknown : DD180050F2020101870003A4000027A4000042435E0062320000

IE : Unknown : DD06004096010103
61 IE : Unknown : DD050040960305

IE : Unknown : DD050040960B09
63 IE : Unknown : DD050040961401
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65 arana@puppet−c l i e n t :~ $
Second Floor : Room R2.102

67 arana@puppet−c l i e n t :~ $ i w l i s t wlan0 scan
wlan0 Scan completed :

69 Ce l l 01 − Address : B4 : 1 4 : 8 9 : 1B: 5 9 : F0
Channel : 4

71 Frequency : 2 . 4 2 7 GHz ( Channel 4)
Qual ity=34/70 S igna l l e v e l=−76 dBm

73 Encryption key : on
ESSID : "TSSG"

75 Bit Rates : 1 Mb/ s ; 2 Mb/ s ; 5 .5 Mb/ s ; 6 Mb/ s ; 9 Mb/ s
11 Mb/ s ; 12 Mb/ s ; 18 Mb/ s

77 Bit Rates :24 Mb/ s ; 36 Mb/ s ; 48 Mb/ s ; 54 Mb/ s
Mode : Master

79 Extra : t s f =000010 f663686177
Extra : Last beacon : 9784ms ago

81 IE : Unknown : 000454535347
IE : Unknown : 010882848B0C12961824

83 IE : Unknown : 030104
IE : Unknown : 2A0100

85 IE : Unknown : 2D1A6E181BFFFF000000000000000000000000000000000000000000
IE : IEEE 802.11 i /WPA2 Vers ion 1

87 Group Cipher : CCMP
Pairwise Ciphers (1 ) : CCMP

89 Authent icat ion Su i t e s (1 ) : PSK
IE : Unknown : 32043048606C

91 IE : Unknown : 3D1604000700000000000000000000000000000000000000
IE : Unknown : 851

E0C0095000F00FF0319003131343241474E30340000000000000007000036
93 IE : Unknown : DD180050F2020101870003A4000027A4000042435E0062320000

IE : Unknown : DD06004096010103
95 IE : Unknown : DD050040960305

IE : Unknown : DD050040960B09
97 IE : Unknown : DD050040961401

99 Second Floor : Room R2.104
wlan0 Scan completed :

101 Ce l l 01 − Address : B4 : 1 4 : 8 9 : 1B: 5 9 : F0
Channel : 4

103 Frequency : 2 . 4 2 7 GHz ( Channel 4)
Qual ity=37/70 S igna l l e v e l=−73 dBm

105 Encryption key : on
ESSID : "TSSG"

107 Bit Rates : 1 Mb/ s ; 2 Mb/ s ; 5 .5 Mb/ s ; 6 Mb/ s ; 9 Mb/ s
11 Mb/ s ; 12 Mb/ s ; 18 Mb/ s

109 Bit Rates :24 Mb/ s ; 36 Mb/ s ; 48 Mb/ s ; 54 Mb/ s
Mode : Master

111 Extra : t s f =000010 f6c1b68178
Extra : Last beacon : 56864ms ago

113 IE : Unknown : 000454535347
IE : Unknown : 010882848B0C12961824

115 IE : Unknown : 030104
IE : Unknown : 2A0100

117 IE : Unknown : 2D1A6E181BFFFF000000000000000000000000000000000000000000
IE : IEEE 802.11 i /WPA2 Vers ion 1

119 Group Cipher : CCMP
Pairwise Ciphers (1 ) : CCMP

121 Authent icat ion Su i t e s (1 ) : PSK
IE : Unknown : 32043048606C

123 IE : Unknown : 3D1604000700000000000000000000000000000000000000
IE : Unknown : 851

E120095000F00FF0319003131343241474E3034000000000000000A000036
125 IE : Unknown : DD180050F2020101870003A4000027A4000042435E0062320000

IE : Unknown : DD06004096010103
127 IE : Unknown : DD050040960305

IE : Unknown : DD050040960B09
129 IE : Unknown : DD050040961401
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